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\textbf{ABSTRACT} Extreme bursts of radiation from space result in rapid increases in the concentration of radiocarbon in the atmosphere. Such rises, known as Miyake Events, can be detected through the measurement of radiocarbon in dendrochronological archives. The identification of Miyake Events is important because radiation impacts of this magnitude pose an existential threat to satellite communications and aeronautical avionics and may even be detrimental to human health. However, at present, radiocarbon measurements on tree-ring archives are generally only available at decadal resolution, which smoothes out the effect of a possible radiation burst. The Miyake Events discovered so far, in tree-rings from the years 3372-3371 BCE, 774-775 CE, and 993-994 CE, have essentially been found by chance, but there may be more. In this paper, we use signal processing techniques, in particular COSFIRE, to train filters with data on annual changes in radiocarbon ($\Delta^{14}$C) around those dates. Then, we evaluate the trained filters and attempt to detect similar Miyake Events in the past. The method that we propose is promising, since it identifies the known Miyake Events at a relatively low false positive rate. Using the findings of this paper, we propose a list of 26 calendar years that our system persistently indicates are Miyake Event-like. We are currently examining a short-list of five of the newly identified dates and intend to perform single-year radiocarbon measurements over them. Signal processing techniques, such as COSFIRE filters, can be used as guidance tools since they are able to identify similar patterns of interest, even if they vary in time or in amplitude.

\textbf{INDEX TERMS} Radiocarbon measurement, digital signal processing, Miyake Events, COSFIRE, pattern matching.

\section{I. INTRODUCTION}
The isotope radiocarbon ($^{14}$C) underpins the eponymous method that enables direct dating of organic remains back to about 50,000 years ago. To apply this method, it is necessary to know how the atmospheric concentration of $^{14}$C has varied over time. This is primarily achieved by measuring the $^{14}$C concentration of tree-rings of known age, as they retain the signal of the atmospheric CO$_2$ absorbed each year during photosynthesis. Furthermore, because $^{14}$C radioactively decays, in order to reconstruct past concentrations of $^{14}$C, it is necessary to correct for the loss due to decay in each of the known-age samples. The estimates of past $^{14}$C concentrations that result are denoted $\Delta^{14}$C [1]. It has long been known that $\Delta^{14}$C has fluctuated over time [2]. These fluctuations, however, were assumed to be minor ($\sim$1–2%) from one year to the next and therefore estimates of $\Delta^{14}$C, have generally been obtained on blocks of 5-10 tree-rings. This assumption was disproven by Miyake et al. who made single-year measurements on Japanese tree-rings and found rapid increments of $\Delta^{14}$C (>$12\%$) between the years 774 - 775 CE [3] and 993 - 994 CE [4]. These sudden increases were subsequently coined Miyake Events and their amplitude can vary. The first Miyake Event, illustrated in Fig. 1, has since been confirmed by other $^{14}$C laboratories on dendrochronological archives from Germany [5], the USA, Russia [6] and New Zealand [7]; and the second, by teams in Denmark and Poland [8]. Another similar event has been identified by Wang et al. [9] in 3372 - 3371 BCE, and an analogous but slightly slower uplift has also been found around 660 BCE by Park et al. [10]. The possible reasons for these sudden rises in radiocarbon production have been widely debated in the literature, and
the leading hypothesis is that they were caused by extreme solar energetic particle events [5], [7], [11], [12]. Other origins such as γ-ray sources could also have generated similar effects [3], [11], [13], [14].

The ability to identify and predict Miyake Events is important because it could help mitigate potentially dangerous cosmic radiation impacts, especially for aeronautical avionics and global telecommunication systems. In the literature, there have been some attempts at identifying similar events using the IntCal13 dataset [15], which is the most comprehensive dataset of decadal Δ¹⁴C measurements. The most common method, applied by Wang et al. [9], Miyake et al. [16] and others, is to compute the percentage change between successive samples in the IntCal13 data. That approach is not always sufficiently reliable, however, for several reasons. Firstly, because the sample rate is five to ten years and therefore taking the percentage between successive samples can yield many false outcomes. Indeed, the difference between successive samples can sometimes extend to decades. Additionally, in many cases data from different ¹⁴C laboratories vary substantially.

In this work, we use a signal processing technique to identify and predict similar patterns to the Miyake events. In particular, we use the Combination of Shifted Filter Responses (COSFIRE) filters, as our previous work showed they outperform other important signal processing techniques [29]. The strengths of COSFIRE filters lie in their trainable character and their tolerance to some temporal and magnitudinal deviations. In this work, we cross-validate our results across a number of established and speculative events and finally we suggest a list of new speculative Miyake Events that have not been considered previously in the literature.

II. METHODS
A. OVERVIEW
The IntCal13 dataset consists of radiocarbon measurements on tree-rings provided by several ¹⁴C laboratories. As these ¹⁴C laboratories used various tree species that grew in different parts of the world, and because of the natural statistical variability in the measurement of radiocarbon, the raw IntCal13 values scatter to some extent. This means that for the same years there are sometimes multiple values. In order to mitigate this issue, we simply compute their average, such that for each year we deal with a single value. Another major issue is the fact that the sample rate is between 5 and 10 years. We address this matter by interpolating between the averaged values and use the resulting signal in our experiments. Then, we use the COSFIRE method to train a detector that is selective for the three established Miyake Events (774 - 775 CE, 993 - 994 CE and 3372 - 3371 BCE). In our previous work [29] we have shown that COSFIRE filters perform very well on the task of the anomaly detection in cosmogenic data. We fine tune the COSFIRE parameters by a grid search and use the Miyake Events as the validation set. The pipeline of our method is shown in Fig. 2.

B. GROUND-TRUTH DATA
We created two groups of ground-truth (GT), namely established and speculative Miyake Events. In the established group, we include those events that are reported in the literature: a) 774 - 775 CE in [3], b) 994 - 995 CE in [4] and c) 3372 - 3371 BCE in [9]. Single-year measurements across those years are available from the ¹⁴C laboratories who carried out the studies and are also used in the training procedure.

1We define a range of possible values for each one of the COSFIRE parameters and we compute the results on the training set. For the validation, we use the filters that were configured with the parameter values that returned the best training results.
In the speculative group, we include the hypothesized events: a) 10750 BCE, b) 10720 BCE, c) 5480 BCE, d) 3077 BCE, e) 1835 BCE, f) 1677 BCE, g) 1588 BCE, h) 660 BCE, i) 400 BCE, j) 544 CE, k) 1220 CE and i) 1859 CE (Carrington flare. A major solar event but a $\Delta^{14}$C spike is visually absent).

The dates 10750 BCE, 10720 BCE and 1220 CE were discussed by Wacker [17]. The events of 3077 BCE, 1677 BCE and 544 CE are speculated by Dee and Pope [18], and the ones in 1835 BCE and 400 BCE are hypothesized by Sturt Manning [personal communications]. The anomalies at 660 BCE and 5480 BCE are reported in Park et al. [10] and Miyake et al. [16] but the rise in $\Delta^{14}$C appears gradually within 3 to 10 years. Therefore, we cannot consider them as Miyake Events.

C. DATA

We use the atmospheric data from the IntCal13 dataset, which is available online and consists of $^{14}$C measurements on tree-rings made by the University of Washington [19], Queen’s University Belfast [20], University of Waikato [21], University of Groningen [22], Heidelberger Akademie der Wissenschaften [23], CSIR, Pretoria [24], Center for Accelerator Mass Spectrometry and University of California, Irvine [25]. Single-year data are also available from Miyake et al. [3], Usoskin et al. [5], and Jull et al. [6].

It is common practice to view the IntCal13 data as $\Delta^{14}$C(%) values, instead of the conventional $^{14}$C ages (yr BP) used for dating purposes. The $\Delta^{14}$C (%) values are corrected for the radioactive decay of $^{14}$C, and can be thought of as the change in atmospheric $^{14}$C concentration from one year to the next. The $\Delta^{14}$C record is the dataset used in our study.

D. DATA PRE-PROCESSING

1) AVERAGING AND INTERPOLATION

In time series, low resolution is a common problem and it needs to be addressed before proceeding with any analysis. A typical approach for addressing this issue is to interpolate consecutive values to increase the resolution.

In the IntCal13 dataset, the sample frequency is between 5 and 10 years (low resolution), but in our training patterns we have single-year data (higher resolution). Therefore, the training pattern has many more values than any part of the test signal, as explained above. In order to mitigate this problem, we performed a linear interpolation between values, with frequency every six months. Before doing this, however, in some cases we needed to average values where multiple data exist in the same years.

In Fig. 3, we illustrate one example of this approach. We show a part of the IntCal13 data that is converted into $\Delta^{14}$C, between the years 550 and 580 CE. In this example, for the years 555, 565 and 575 CE there are multiple data points coming from the $^{14}$C laboratories, for which we simply take the mean value. The linearly interpolated signal is shown with dots that are connected with straight lines and it is the one that is used in our experiments.

2) SLIDING WINDOW AND RESCALING

Even though the major feature of the Miyake Events is the sudden increment in $\Delta^{14}$C between consecutive years, a wider pattern which consists of few years before and few years after the event is commonly considered. The $\Delta^{14}$C after the event decreases roughly linearly until it reaches the values that it had beforehand. We need to know that one sudden increase in $\Delta^{14}$C is not just an outlier, which “jumps” back to normal values immediately after, which sometimes can happen because of the natural materials used for radiocarbon analysis.

Most of the single-year measurements around the known Miyake Events that are provided in the literature span a range of about 10 years around the event. For the pattern matching method, we use a training pattern with a window size equal to the data points that are provided. Then, the validation is done by taking the same amount of data from the interpolated IntCal13 dataset (test window), starting from the beginning to the end of the signal and shifting the test window one point at a time. This procedure is repeated until all test windows are validated and the responses of the COSFIRE filters are stored for further analysis.

The training and test windows are rescaled in the range between 0 and 1 as required by the COSFIRE filtering approach.

E. COSFIRE FILTERS

1) OVERVIEW

The COSFIRE filtering approach was initially introduced for the detection of patterns in images [26], and later in digital signal processing for 1D musicological signals [27]. We have shown their effectiveness in 1D cosmogenic data in [29] where COSFIRE filters outperformed other state-of-the-art signal processing techniques. In [26], it is shown that...
they are very effective for tasks such as detection of vascular bifurcations and the detection and recognition of traffic signs, for instance. They are trainable and they allow for temporal and amplitudinal tolerance that can be defined with a set of parameters. In this work, we use the 1D COSFIRE filtering approach as introduced in [27].

2) CONFIGURATION OF A COSFIRE FILTER

A COSFIRE filter is configured by determining a set of parameter values from a given prototype signal. These parameters are in the form of pairs \( (C_i, \rho_i) \). The parameter \( C_i \) contains the value of the prototype (preferred) signal at time point \( \rho_i \), around the center of the filter support which lies at the center of the prototype. We denote by \( A_c \) a COSFIRE filter that is defined as a set of such pairs:

\[
A_c = \{(C_i, \rho_i)|i = 1 \ldots n\} \tag{1}
\]

where \( \rho_i = \delta(i - (n + 1)/2) \), \( n \) is the total number of time points considered, and \( \delta \) is the length of the interval between the time points.

3) APPLYING COSFIRE FILTERS

A COSFIRE filter is applied to a signal by computing a similarity function between each pair of the filter and the values of the signal. We choose our similarity function to be a Gaussian kernel function because it allows for some amplitudinal tolerance. Then, the response of the COSFIRE filter is computed as the geometric mean of all the similarity values.

4) SIMILARITY FUNCTION

We use a Gaussian kernel function to compute a similarity value for each pair in set \( A_c \) that defines a COSFIRE filter at a given point in time \( t \) of a test signal \( T \):

\[
D_i(t) = \exp \left( \frac{(C_i - T_{i+\rho_i})^2}{2\sigma^2} \right), \quad \sigma = \sigma_0 + \alpha(|\rho_i|) \tag{2}
\]

where \( C_i \) is the preferred value of the \( i \)-th pair in set \( A_c \), and \( T_{i+\rho_i} \) is the corresponding value in the concerned neighborhood of a signal \( T \) at time \( t \).

The standard deviation \( \sigma \) of the Gaussian kernel function increases linearly with increasing distance from the center of the filter. In this way, we allow more tolerance to the values of time points that are on the periphery of the support of the filter than those that are closer to its center. The constant parameters \( \sigma_0 \) and \( \alpha \) are determined empirically.

Generally, the lower the values of these two parameters the more similar a signal has to be to the prototype signal in order for the filter to achieve a high response. With low values of \( \sigma_0 \) and \( \alpha \), a small deviation in shape between a test signal and the prototype signal affect a substantial drop in the COSFIRE response.

5) RESPONSE

We denote by \( R(t) \) the response of a COSFIRE filter at time \( t \), which we define as the geometric mean of all Gaussian kernel responses:

\[
R(t) = \left( \prod_{i=1}^{n} D_i(t) \right)^{\frac{1}{n}} \tag{3}
\]

For further technical details on the 1D COSFIRE filters we refer to Neocleous PhD\(^2\) [28].

III. RESULTS

A. OVERVIEW

We use the three established Miyake Events as training patterns to configure the COSFIRE filter parameters, as explained in Section III-C. Then, we evaluate the COSFIRE filters on the speculative ground-truth group that is presently being suggested by several researchers. We consider these events as “test data” since their existence has not been proven, by way of laboratory single-year radiocarbon measurements.

B. EVALUATION PROTOCOL

To quantify the results, we start by defining the terms that we use, namely true positive (TP), true negative (TN), false positive (FP) and false negative (FN) classifications. We use a threshold value that we apply to the COSFIRE responses in order to obtain positive and negative classifications. A COSFIRE response is considered a TP if it is above the threshold and is within at most five years of a GT year. A FN classification denotes when the response value at a GT position is lower than the threshold. A FP and a TN classification arises when the response values occur at a distance of more than five years from the nearest GT year, and they have values above and below the threshold, respectively.

Then, we compute the true positive rate (TPR) and the false positive rate (FPR):

\[
TPR = \frac{TP}{TP + FN} \tag{4}
\]

\[
FPR = \frac{FP}{FP + TN} \tag{5}
\]

From the TPR and the FPR we generate a receiver operating characteristic curve (ROC), which is obtained by computing the TPR and the FPR for a set of threshold values in a specific range. Typically, a range of different thresholds between the minimum and the maximum value of a response signal is used to measure the values of the TPR and FPR. Both the TPR and the FPR decrease with increasing threshold value. The best results, however, are when TPR is at a maximum and FPR is at a minimum. The ROC curve is the plot of the FPR against TPR and the area under the curve (AUC) is the integral of that function, which can be computed by trapezoidal approximations of that curve.

C. GRID SEARCH AND CROSS-VALIDATION

To cross-validate our system, we configure six COSFIRE filters: three from the IntCal13 dataset, and three from the
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FIGURE 4. The values of the area under the ROC curve (AUC) for different values of the parameters $\sigma_0$ and $\alpha$ of the COSFIRE filters. We performed a grid search in the range between 0 and 1 for both $\sigma_0$ and $\alpha$. Best results are achieved with low values of $\alpha$ but are slightly affected by the $\sigma_0$ parameter.

We observed that in most of the cases the AUC has the highest value for $\alpha < 0.1$. The results do not change significantly with the $\sigma_0$ parameter. One example of the AUC values for different parameter values is shown in Fig. 4. The figure shows three plots, in one we fix $\sigma_0$ to 0.2, another one with $\sigma_0 = 0.3$ and the last one when $\sigma_0$ is 0.4. The x-axis shows the values for the parameter $\alpha$ and the y-axis shows a standard performance measurement known as the area under the ROC curve (AUC), which takes into account the number of true positives, false positives and false negatives. These three plots demonstrate that the best results are obtained with small values of $\alpha$.

In Table 1 we present the values of the $\sigma_0$ and $\alpha$ parameters that contribute to the maximum AUC. We then apply the COSFIRE filters with the determined parameters $\sigma_0$ and $\alpha$ to the test data.

D. TEST DATA

We use the second group of GT for testing data which consists of speculative Miyake Events. For every COSFIRE filter, we compute the similarity response, which essentially indicates how similar a given pattern is to the Miyake Events used for training. The higher the response, the more likely there is an event of interest. From those response signals, we compute the FPR at the detection of each individual speculative Miyake Event.

In Fig. 5, we present the distribution of the FPR that is computed from the 12 COSFIRE responses, for every speculative event. It is shown that the events in the years 10750 BCE, 5480 BCE, 660 BCE, 400 BCE, 544 CE and 1220 CE return low FPR. On the contrary, the dates 10720 BCE, 1677 BCE, 1588 BCE and 1859 CE return high FPRs and the dates 3077 BCE and 1835 CE have wide distributions. Indeed, if we compute the results with only the above mentioned speculative events (speculative test set 1) that return the lowest FPRs, the AUC increases. If we then also remove the date 400 BCE which is less likely than all the others, the AUC increases further still (speculative test set 2).

In Fig. 6, we show the ROC curves for the speculative events. The dashed line with circle markers shows the FPR and the TPR across a range of different thresholds of the entire test set. The events in the speculative test set 2 can be identified with an FPR of 18%.
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FIGURE 6. ROC curves of the entire test set (dashed line with circle data points), the speculative test set 1 (dotdashed line with diamond data points) and the speculative test set 2 (solid line with square data points). The vertical dashed lines show the FPR at 100% TPR for the speculative test sets 1 and 2.

FIGURE 7. First approach for suggesting other speculative Miyake events. Here we simply collect the 10 highest COSFIRE responses that was trained with the second Miyake event (GT 3), as suggested by the grid search and the cross validation. The years of the ground-truth data (GT) are shown with arrows. We mention that the response in the second Miyake event returns maximum value because is the one that has been trained with.

E. SUGGESTIONS FOR NEW MIYAKE EVENTS

We use two different approaches for compiling a list of years that COSFIRE filters suggest exhibit similar patterns in $\Delta^{14}C$ to the ones around the Miyake Events. For the first approach, we choose the years that correspond to the ten highest responses of the COSFIRE responses that was trained with the second Miyake Event (774 - 775 CE). For reasons of clarity, in Fig. 7 we plot the COSFIRE responses of 90% and over. The ten dates of greatest similarity are shown with stars at their peak values. The positions of the GT are indicated by text arrows, with GT1 being the 3372 BCE event, GT2 the 775 CE event, and GT3 the 994 CE event. The GT3 event in this example has a value of 1 (highest) because it is the date that was used for training the COSFIRE filter. The GT1 and GT2 events are among the 30 highest responses.

For the second approach, we use the product of the responses of the 12 COSFIRE filter responses and we identify the highest values. The responses are shown with dashed gray lines and their product with solid black line. The star indicates the global peak above a certain threshold.

FIGURE 8. Second approach for suggesting other speculative Miyake events. We use the product of the responses of the 12 COSFIRE filter responses and we identify the highest values. The responses are shown with dashed gray lines and their product with solid black line. The star indicates the global peak above a certain threshold.

IV. DISCUSSION

In this study, we demonstrate the effectiveness of the COSFIRE filters for the identification of Miyake Events in dendrochronological data. We used data from three established events that are used as GT to configure COSFIRE filters that respond to similar patterns. We evaluate 12 speculative events and we compute the FPR for
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The use of signal processing techniques in datasets is important when patterns of interest need to be identified. Here, we demonstrate that computational methods and COSFIRE filters are suitable for the identification of the Miyake Events. This proposed system can be used as a tool for discovering and predicting such events. Its trainable character also allows us to adapt the same approach for the identification of other patterns of interest.
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**TABLE 2. List of other speculative Miyake events that our system suggests.** We use two approaches to make these suggestions. In the last column we indicate whether any of the suggested dates are also in the GT.

<table>
<thead>
<tr>
<th>Suggested dates</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>ground-truth</th>
</tr>
</thead>
<tbody>
<tr>
<td>11258 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>11030 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>10765 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>8542 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>8492 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>8375 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>8206 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>6123 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>5481 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>5054 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>4375 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>3960 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>3694 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>3633 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>3375 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>2467 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>2349 BCE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>381 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>656 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>772 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>995 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>1023 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>1035 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>1151 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>1262 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
<tr>
<td>1390 CE</td>
<td>v</td>
<td>v</td>
<td></td>
</tr>
</tbody>
</table>

From a signal processing point of view, the IntCal13 dataset is hard to handle. In many cases, there are multiple values for the same years with varying spreads. Also, every data point has a probability distribution around the mean value. Typically, one or three standard deviations of this distribution are considered. In this work, we simply take the mean values between multiple data points. Moreover, the sampling frequency is between 5 and 10 years, where the training examples have a frequency of 6 months. In signal processing this is typically referred as a “low resolution” or “missing values” problem. Since the majority of the signal processing techniques require data without missing values, in such cases, several techniques can be applied to fill, or subtract data. We use linear interpolation between missing values. In future, we aim to investigate non-linear interpolation techniques too.

For physical validation of our results, we will now obtain single-year measurements of Δ14C in tree-rings over a selection of the speculative Miyake Events that our proposed method identifies, as shown in Table 2.

**V. CONCLUSION**

We chose to work with COSFIRE filters because we had already completed a study on the identification of the best signal processing methods for Miyake Event detection [29]. In that work, we showed that COSFIRE filters outperformed other possible approaches, namely Euclidean distance, cross correlation and dynamic time warping. The COSFIRE filters are trainable, in that they allow us to configure a detector that is selective to any pattern of interest. The generalization of COSFIRE filters can be controlled by temporal and amplitude - related parameters, which can be determined empirically.

Every individual event, and we suggest a subset of 5 of those 12 speculative events that are identified with considerably low FPR.

Additionally, based on the COSFIRE filter responses to the IntCal13 dataset and single-year data, we suggest a number of new hypothetical events that our system finds most like to be Miyake Events. We present two different ways of doing this. One is taking the ten strongest responses of the COSFIRE filter that was trained and optimized the best, and the second method takes into account the responses of 6 COSFIRE filters that were configured using the three established Miyake Events. Based on the results, it seems the second approach is more accurate since it suggests three dates that are also in the GT.

Additional reassurance was gained from new information relating to the year 1218 CE. This date, which was included in the GT, returned a very high probability of being a Miyake Event on the basis of our system (Shown as low FPR in Fig. 5). During the course of our work, single-year tree-rings were measured over this year and a new Miyake Event was indeed discovered.

We chose to work with COSFIRE filters because we had already completed a study on the identification of the best signal processing methods for Miyake Event detection [29]. In that work, we showed that COSFIRE filters outperformed other possible approaches, namely Euclidean distance, cross correlation and dynamic time warping. The COSFIRE filters are trainable, in that they allow us to configure a detector that is selective to any pattern of interest. The generalization of COSFIRE filters can be controlled by temporal and amplitude - related parameters, which can be determined empirically.

From a signal processing point of view, the IntCal13 dataset is hard to handle. In many cases, there are multiple values for the same years with varying spreads. Also, every data point has a probability distribution around the mean value. Typically, one or three standard deviations of this distribution are considered. In this work, we simply take the mean values between multiple data points. Moreover, the sampling frequency is between 5 and 10 years, where the training examples have a frequency of 6 months. In signal processing this is typically referred as a “low resolution” or “missing values” problem. Since the majority of the signal processing techniques require data without missing values, in such cases, several techniques can be applied to fill, or subtract data. We use linear interpolation between missing values. In future, we aim to investigate non-linear interpolation techniques too.

For physical validation of our results, we will now obtain single-year measurements of Δ14C in tree-rings over a selection of the speculative Miyake Events that our proposed method identifies, as shown in Table 2.
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