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Abstract

The Metalogue project aims to develop a multi-modal, multi-party, dialogue system with metacognitive abilities that will advance our understanding of natural conversational human-machine interaction, and interfaces that incorporate multimodality into virtual and augmented reality environments. In this paper we describe the envisaged technical system, the learning contexts it is being developed to support and the pedagogical framework in which it is proposed user interactions will take place. This includes details of the system-generated learner feedback provided both in-performance and post-performance. We then move on to explain what has been achieved so far in terms of the integrated system pilots, and finally we discuss three key challenges the Metalogue researchers are currently working to overcome.
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1. Introduction

As we move towards a world of smart and immersive environments we are seeking new ways of interfacing and engaging with our technologies that more closely reflect natural human interaction. Human to human communication embodies multiple modalities such as speech, gesture, facial expressions, gaze, and body posture, so it follows there is an inherent desire to communicate with our technologies in the same way. This aspiration was illustrated recently in Spike Jonze’ film “Her” [24] in which a writer encounters “Samantha”; a multimodal dialogue system capable of understanding, expressing, and responding to emotion to the extent that it was possible for him to fall in love. While at present this level of immersion and engagement remains in the realms of science fiction, one of the aims of Metalogue, a three-year EU project, is to push the existing boundaries further in this direction.

So where to start? Absolutely free natural interaction is clearly not feasible at this point; however, educational dialogues and tutoring interventions offer some valuable constraints. The application of multimodal, natural language interfaces in this domain is already being explored, for example Nye et al. [32] text and speech, Johnson and Valente [23] discourse with “virtual humans”, and Yang et al. [56] use of motion sensors; however, increasing computing power offers the possibility of combining a range of traditional and new modalities in a single dialogue system. In this paper we will outline the proposed Metalogue multimodal dialogue system and a potential application in the domain of metacognitive skills training. It has been shown that digital immersion can enhance learning in
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three ways: by providing (1) multiple perspectives; (2) situated learning; and (3) transfer [15, 27, 41]. While the vision for the Metalogue trainer may not be considered “digitally immersive” in the traditional sense, it can be said to offer an augmented reality that would incorporate these three types of experience.

We start by considering metacognitive skills training and how a multimodal dialogue system might identify and feedback salient issues in a learner’s performance. We look at two training settings—debate and negotiation interactions. This leads into an outline of the proposed physical system and details of its composition, and continues by to describe its implementation in the form of a metacognitive skills trainer discussing in detail, learning analytics and the design for reflective feedback. To close we review Metalogue’s immersive potential, report our progress so far in realising the vision and finally discuss three key issues Metalogue researchers are currently working on.

2. Metacognitive Skills Training

The added value of metacognitive skills and capabilities has long been researched in educational scenarios and dialogues, and recently, an increasing number of Intelligent Tutoring Systems (ITS), mostly developed by researchers in the U.S., have attempted to support metacognitive skills training [1, 4, 5, 10, 20]. Cognitive Tutor programs that represent innovative applications of technology, artificial intelligence and cognitive science have a sound theoretical basis for analysing how people learn [40]. However, to the best of our knowledge, none of these Cognitive Tutor Systems make use of natural spoken and multimodal dialogue. Research by Chi and colleagues [11] revealed that it is not so much what tutors do during tutoring sessions that is important, nor what students do, but how (and how much) the student and tutor respond to each other’s conversational moves. In other words, the interactivity of human tutoring drives its effectiveness. The interactivity of these tutoring systems, in our view, can be achieved through the use of multimodal, multimedia and multi-party dialogue, since such dialogue is the most social and natural form of interaction.

From the human perspective, the importance of metacognition in tutoring and learning has been proven in several psychological and pedagogical studies [4, 8, 9, 55]. Having better metacognitive skills can improve the student’s ability to learn and help them self-regulate learning across different domains and contexts [7]. As for the research evidence in favour of metacognition, results from a significant meta-analysis of instruction research conducted by Marzano [31] reported that approaches directed at the metacognitive level of setting goals, choosing appropriate strategies, and monitoring progress are more effective in improving knowledge outcomes than those which simply aim to engage learners at the level of presenting information for understanding and use. Interventions targeted at improving metacognition produced an average gain of 26 percentile points (across 556 studies). This is about 5 points higher than the mean gain calculated for the 1772 studies in which attempts were made to improve cognition without an explicit metacognitive component. In this authoritative synthesis over 800 meta-analysis relating to achievement, Hattie [21] ranks meta-cognitive development programmes as the 13th most influential school innovation out of 138.

Metacognitive skills are domain independent and should be flexible enough to be applied while learning new domains and in a variety of different learning environments. Despite their transversal aspect, metacognitive skills learning should be situated and practised within certain domains and activity types. Regarding domains, there are systems already successfully used for mathematics, physics, geometry, and programming skills.

The Metalogue project focuses on two learning settings, debate and negotiation, that foster metacognitive skills and involve a bounded tutor providing learner interaction suitable for implementation within a multimodal, multimedia and multi-party dialogue system.

2.1. The Debate Setting

To debate successfully the student must master a range of metacognitive skills [29, 50], such as monitoring and adjusting verbal performance, eye contact, body posture and gestures, also they must know when and how to employ appropriate strategies and arguments to achieve certain goals while at the same time recognising and responding to the oppositions’ strategies and arguments. Debate skills training typically involves ad-hoc face-to-face classroom debates combined with more formal organised competitions. While the learner gains confidence through these performances, feedback from tutor or panel on such complex combined physical and mental skills played out over a period of time, depends on subjective human judgment and may reflect a summary of the interaction rather than pinpoint specific behaviours that can be improved.

The performance of a debater is often judged on three main criteria: (1) argument content; (2) argument organization and (3) argument delivery. Generally, the evaluation of argument content and its quality poses significant theoretical and computational challenges requiring a substantial amount of research and development. For instance, to detect logically flawed and/or irrelevant arguments inference machinery and consistency checking need to be implemented, and to
the best of our knowledge there is no system that is able to perform this task reliably.

As for organization of arguments, the planning and preparation of an Argument supported by Reason and Evidence are involved. Argumentative structures have been studied and modelled for argumentative texts and to a certain extent for two-party argumentative dialogues, see [33] for an overview. In order to identify arguments and relations between their constituents, discourse relations are often considered. Discourse relations help to identify to which other propositions a proposition serves as evidence and from which other propositions it receives support. For instance in [49], sentences within one argument and texts as a whole are classified as having one of the discourse relations such as result, purpose, background, solution, and scope achieving an F-score of 0.46.

Good debaters are distinguished by concise clear arguments connected by explicitly signalled structure, e.g. by discourse markers and dialogue act announcements. For example, “I will speak in favour of... Because... Since international research shows...”. For our task, we concentrate on detection of justification and evidence relations, and provide feedback to the learner whether the way she structured her arguments is in accordance with the tutoring system’s expectations.

Finally, in debate it is not only what arguments are brought up and how they are structured but also how they are presented or delivered that is important. In this respect, five aspects are considered: Audibility, Engagement, Conviction, Authority and Likability (AECAL). Good debaters should give a strong impression that they truly believe what they say. To express authority, confidence, respect and friendliness, the debater needs to use her body appropriately, control her voice, posture, emotions and maintain eye contact. More specifically, these important non-verbal communication aspects include gaze and facial expressions [3], head movements and orientation [17, 22], hand and arm gestures [25], and posture shifts or movements [42]. In the Metalogue project context the capturing and provisioning of feedback based upon these aspects has been outlined in [52] and further explored in [43].

2.2. The Negotiation Setting

As with successful debate, successful negotiation depends on the negotiator’s mastery of metacognitive skills. A successful negotiator is able to achieve an outcome that is beneficial to both the negotiator herself as well as her trading partner. The negotiator therefore has to balance competitive aspects of finding a solution that best suits her own goals, with cooperative aspects of finding mutually beneficial outcomes. It is important that the learner understands that a negotiation is not a purely competitive interaction, and takes an active role in identifying the key goals of her trading partner to establish common ground. In addition, a good negotiator ensures that her trading partner perceives the negotiation as a positive experience as well.

The metacognitive skills that are involved in negotiation include aspects of (1) presentation, (2) interaction, and (3) content. Presentation aspects such as eye contact, tone of voice, body posture, and gestures help to determine a trading partner’s perception of the cooperativeness and trustworthiness of the negotiator. A highly cooperative negotiator can be judged as being stubborn or untrustworthy because of the way a learner presents herself. Through metacognitive training, a learner can become more aware of these aspects.

In addition, a learner’s perceived cooperativeness depends on the beliefs of her trading partner. Each negotiator typically has private information that is not available to her trading partner. A learner has to ensure that her trading partner obtains important information through proper interaction.

Finally, a good negotiator should pay attention to the content of her utterances. The end goal of a negotiator is to obtain as high a score for herself as possible. When none of the negotiators could have received a higher score without lowering the score of their trading partner, the outcome is said to be Pareto efficient. A good negotiator should be able to negotiate Pareto efficient outcomes. In addition, a good negotiator not only obtains a good outcome in the current negotiation, but also ensures that future negotiations with the same trading partner are possible. That is, a good negotiator is trustworthy in her negotiations. The trustworthiness of a negotiator can be judged by comparing her statements to her true valuations of different negotiation outcomes.

Practicing with a partner, even an artificial one, is an effective way to improve negotiation skills [28]. Metalogue goes a step further by providing a partner agent that actively reasons about and comments on the learner’s behavior. There is promising early evidence that metacognitive agents (i.e. those with the capacity to reason about the mind of the opponent) have an advantage in strategic games [48] and in negotiation [14]. Moreover, simply playing against such an agent can improve learners’ metacognitive reasoning in negotiation [13]. However, these existing agents do not provide explicit commentary or feedback on the learner’s behavior. The Metalogue system includes a metacognitive agent that is capable of providing feedback about the cooperativeness/aggressiveness of the learner’s strategy, its beliefs about the learner’s negotiation preferences, and the extent to which an optimal (pareto efficient) agreement was reached. Currently, the agent exists as a standalone application with a GUI interface [37], but in future versions of the
system the agent will be fully integrated with the rest of the system, allowing it to interpret the speech of the learner and respond using the system's avatar.

3. Metalogue: A Multimodal Dialogue System with Metacognitive Capabilities

The aim of Metalogue is to detect (“hear” and “see”) a wide range of human interaction signals including those described above, and to “interpret”, and “respond” in as natural way as possible, either in a coaching capacity or as a fully-fledged partner in the interaction. Here we describe the vision; the proposed systems architecture and workflows as depicted in Figure 1. The extent to which the vision has so far been realised is discussed in detail in Section 7.

The Metalogue dialogue system has two main tasks: (1) to track and understand human interaction behaviour in debate and/or negotiation scenarios, particularly focussing on the metacognitive or simple strategy elements; and (2) to perform certain tutoring interventions. 3.1. Tracking and interpretation Metalogue gathers three types of sensor specific data [44] from its input devices (see Figure 1. INPUT DEVICE layer): (1)speech signals from multiple sources, such as wearable microphones and headsets for each dialogue participant and, in the debate setting, an all-around microphone placed between participants; (2)visible movements in the form of tracking signals from Microsoft Kinect and Myo sensors capturing body movements and facial expressions; and (3)video signals captured by the camera and recording the whole dialogue including sound.

The speech signals serve as input for two types of further processing (see RECOGNITION LAYER and INTERPRETATION LAYER): Automatic Speech Recognition (ASR), leading to lexical, syntactic and semantic analysis to answer the question “what was said?”; and prosodic analysis which is concerned with rhythm, stress and intonation of speech and answers the question “how was it said?” This enables the system to interpret elements such as speech rate (fast, slow, adequate tempo), volume (loud, soft, adequate), emphasis (flat intonation, uneven/unbalanced intonation etc.), and pausing (too long or not enough). Analysis of visible movements gathered by Microsoft Kinect and Myo sensors, enable the system to interpret input related to gaze (re)direction, head movement and head orientation, facial expressions, hand and arm gestures, posture shifts, and body orientation. These outputs are further analysed to determine factors such as emotional state and, ultimately, argument content, organisation and delivery. By a combination of Fusion and Discourse Model, the modality interpretations are merged into one homogeneous intention and given a context-dependent interpretation [38].

The combination of social and linguistic sign information is based on a large-scale human-human interaction data collection and annotation of data. This, in turn, is used to train machine-learning algorithms for the automatic recognition and prediction of a wide range of human interaction phenomena. For instance, the identification of arguments and analysis of their internal structure (i.e. evidence and justification relations from premises to conclusions) can be based on the identification and classification of discourse units and relations, and are learned in a data-oriented way, see [36]. Similarly, for the recognition of the intentions encoded in participants’ utterances various machine learning techniques have been applied successfully such as Support Vector Machine (SVM) [6], Logistic Regression [57], AdaBoost [58] and the Linear Support Vector Classifier (LinearSVC) [53]. The F-scores ranging between 0.83 and 0.86 have been achieved which corresponds to the state-of-the-art performance [2].

Following [54], the system includes a Fusion and Generation Management component that given the systems intention(s), generate and split the intention(s) onto different modalities, such as Avatar and Voice (TTS), In-Action feedback (see Section 4.1.) and so on. The About-Action Feedback is generated from the content of the discourse model (see Section 4.1. and 4.2.) The Metalogue system makes use of the Display-as-a-Service (DaaS) technology in order for the visual output - Avatar, About-Action Feedback, to be flexibly rendered onto multiple screens.

3.1. Modelling, managing and generating tutoring interventions

Given the system’s understanding of the learner’s behaviour, its second task is to perform tutoring interventions in order to inform the learner of a mistake or to propose corrections or to provide positive feedback. Therefore, at the heart of the system (see CORE LAYER), interpretation and the generation of output depend on advanced linguistic multimodal and multiperspective discourse models and dialogue management. Since in Metalogue we deal with several different tutoring aspects, an articulate discourse/dialogue model should contain all information considered relevant for interpreting such rich multimodal dialogue behaviour in order to enable the tutoring system to generate an adequate reaction. Tutoring interventions are then concerned with learner performance on argument and overall interaction structuring, fluency of spoken contributions, turn and time management, and managing perceptual and physical presentational aspects. In Metalogue, we designed a flexible model to deal
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Figure 1. The technical architecture of the Metalogue system. From bottom to top, signals are recognized via input devices ("INPUT DEVICE" layer), further recognized by tailored analysis modules ("RECOGNITION" layer). After interpretation ("INTERPRETATION" layer), semantic representation from different modalities are fused (module "FUSION 1 and 2") and given a context-dependent interpretation (module "DISCOURSE MODULE") which eventually causes the "Dialogue Manager" and "Metacognition" modules to agree on actions. These are generated and fissioned onto different modalities ("OUTPUT PROCESSING" and "OUTPUT" layer) and finally rendered on the available output devices ("OUTPUT DEVICE" layer).

With such complex multimodal and multi-task communicative scenario. The proposed model has five components concerned with the actual dialogue (either debate or negotiation task, communicative (linguistic and/or multimodal) participants' actions, perceptual information, participants' cognitive processing states and social conventions such as rights and obligations in dialogue. Each of the parts of the model can be updated independently while other parts remain unaffected. For instance, the linguistic part is updated when dealing with presentational aspects and some interaction aspects, such as turn management; in the cognitive part participants' processing states are modelled, as well as aspects related to time and own communication management (e.g. error in speech production). The semantic part contains representations of task-related actions, in our scenario participants' arguments and their structures, negotiation moves, and system's tutoring goals and expectations of the learner's learning progress.
The unique contribution of the Metalogue system is the incorporation of metacognitive models that explain metacognition as a set of skills, a cognitive agent that exhibits metacognitive behavior similar to humans, and a learner model able to assess the users’ metacognitive skills. Together these aspects of Metalogue enable the system to critically analyse participants’ interactions within a certain time frame and generate “events” (i.e. points highlighting areas where performance could be improved and positive interaction behaviors that can be built upon). These are recorded in the form of annotations to the video file.

Output to the user can take three forms; (1) in-performance coaching; (2) post-performance reflective analysis; and (3) an optional debate or negotiation partner in the form of a virtual character that simulates a wide range of both verbal and non-verbal language attributes.

4. The Learning Context

Having outlined the technical design and the models that are key to the operation of Metalogue, we move on to consider how the learner and tutor might interact with one another and the system in a learning situation. Three context agnostic scenarios are envisaged; (1) tutor supported, (2) partially tutor supported, and (3) learner driven. All are set within the parameters of the 4C-ID pedagogical framework [51] which focuses on whole tasks that become more complex and are tackled with less support as competence increases. A task can be seen as a single round of interaction with a presentation trainer to assesses the learner’s negotiation competence, and feedback on the learner’s negotiation competence, and the system can also perform three different roles: (1) “Observer” (see Figure 3, left), in which the system is passive, recording and analysing interaction between two humans with the option to provide system generated in-action feedback (in-action and about-action feedback are discussed in detail in Section 5); (2) “Experiencer” (see Figure 3, middle), where the system actively plays the role of one of the dialogue partners represented by an avatar; and (3) “Tutor” (see Figure 3, right), where the agent acts in a teaching capacity with the ability to guide multiple users including demonstrating good practice.

While Metalogue feedback is always individual to the learner, the ability to work with the tutor to define learning needs and then tailor the nature of the task accordingly enhances the relevance of the learning experience and increases the learner’s sense of personal agency [12, 16]. In this scenario, the tutor sets up the dimensions of the task in the Metalogue system and the learner proceeds with the task in a single round of interaction.

As the learner performs the task, it is envisaged that the tutor will be able to annotate the recorded data via an iPad with her/his own simple key word observations. These will be visible as part of the post performance (About-action) feedback.

Finally, tutor and learner review the performance together supported by the comprehensive moment by moment analysis produced by the system in the form of a learning analytics dashboard (About-action feedback). Further rounds of interaction can be played with the same settings to gauge progress or new challenges can be created.

5. In-action and About-action Feedback

A key feature of Metalogue is its ability to provide two different forms of feedback designed to enhance the learner’s experience [52] based on Donald Schön’s [45] distinction between reflection in-action and about-action. Schön defines reflective practice as the practice by which professionals become aware of their implicit knowledge base and learn from their experience. He uses the terms reflection-in-action (reflection on
behaviour as it happens, so as to optimize the immediately following action), and reflection-about-action (reflection after the event, to review, analyse, and evaluate the situation, so as to gain insight for improved practice in future).

The Metalogue feedback design consists of feedback given in-action (i.e. informing learners immediately how they are performing and how they can directly adapt to improve their performance) and about-action (i.e. informing learners about how they performed after finishing their task enabling them to adapt subsequent tasks). Consequently the Metalogue in-action feedback focuses on aspects of argument delivery. The Metalogue system can currently provide feedback on the use of certain hand and arm gestures, posture, volume, and tone of voice of the learner, and make suggestions to remedy inappropriate behaviour such slouching or speaking too softly. The system makes use of several criteria to generate beliefs about the level of appropriateness of the learner's behaviour given certain interactive conditions (see Table 1). In other words, the system does not only understand what is happening in the dialogue as described in Section 3, but also interprets patterns of behaviour to infer to what extent the learner's actual behaviour deviates from the prescribed optimal behaviour.

The Metalogue system constantly generates a wide range of performance analysis, but real-time feedback is carefully balanced to avoid cognitive overload and/or disengagement whilst the learner is performing. For this reason, in-action feedback is currently envisioned in the form of a small number of simple signs and symbols displayed on-screen [43]. The goal of the given feedback is to help the learner become aware of their strengths and weaknesses, to enable a learner “to understand which aspects are of relevance and,
ultimately, be able to recognise these aspects in their performance or the performance of others” [52]. While the in-action feedback is appropriately constrained, the about-action feedback provides the full range of possible feedback via a reflection dashboard that enables both tutor and learner to review and analyse the performance moment-by-moment. This is designed to build on the in-action feedback, taking the learner one step further. Thus the feedback given enables the learner to review, analyse, and evaluate the recent performance, and gain insight for improved practice in the future. The goal of this about-action feedback is to support the learner’s self-monitoring, self-regulation and self-reflection.

In the “Experiencer” and “Tutor” roles (see Section 2), Metalogue gives in-action feedback on the content of the negotiation by evaluating the perceived cooperativeness of the actions of the learner and her trading partner. By providing this information as in-action feedback, the learner can directly observe how her actions affect her trading partner. In addition, the learner can develop the skills to distinguish between situations in which there is a small zone of possible agreements (ZOPA) [39], from situations in which she is negotiating with an uncooperative trading partner. The use of an avatar to represent the virtual agent allows us to administer this feedback in a unique way: by permitting the learner to see the contents of the agent’s “mind.” As the learner negotiates with the agent, the system displays feedback about how the agent is interpreting her actions though observable differences in her behaviour. This allows the agent to communicate to the learner - in real time - what it thinks the learner is doing and whether that action is considered to be cooperative or aggressive. In addition, the agent stores what she would have done herself instead to be reviewed as about-action feedback.

While in-action feedback necessarily only involves feedback that does not reveal the goals of the learner’s trading partner, the learner is allowed to inspect both sides of the negotiation during about-action feedback. Currently, Metalogue provides about-action feedback on the content of the success of the negotiation for both negotiators in terms of how close the negotiated agreement is to reaching the highest possible score for each negotiator. In addition, the Metalogue system provides feedback on the cooperative success of the negotiation. For example, when negotiators reach an outcome that is not Pareto efficient, they “leave money on the table” [39] since there is an alternative outcome that increases the score of one negotiator without decreasing the score of her trading partner. In such a situation, the Metalogue system provides a concrete outcome that would have been at least as acceptable for the negotiation partner as the actual negotiated outcome, but would also have yielded the learner a higher score. This kind of feedback should allow learners to avoid similar situations through more (honest) communication about the goals of negotiators.

In addition, the Metalogue system stores each action that changes the state of the negotiation. The reflection dashboard allows both tutor and learner to replay the negotiation to analyse the learner’s performance based on the learner’s score, perceived cooperativeness, and trustworthiness in a moment-by-moment fashion. In future implementations of the Metalogue system, the reflection dashboard would also show what the virtual agent would recommend the learner to do at each point in time.

To summarise, given the set of debating skills discussed above, and in order for the system to provide feedback on the learner’s performance, the Metalogue system records to the following aspects: (1) presentational aspects such as voice quality, speaking rate, and overall posture orientation; (2)

<table>
<thead>
<tr>
<th>Feedback aspect</th>
<th>Debate</th>
<th>Negotiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presentation</td>
<td>speech volume</td>
<td>too loud (&gt;60 decibel); too soft (&lt;30 decibel) arms crossed; hands invisible (e.g. in the pockets, behind the back) slouching</td>
</tr>
<tr>
<td>Interaction</td>
<td>turn management time management</td>
<td>abrupt and frequent interruption of other speaker (overlapping speech) long turns (&gt;2 minutes) long turns (&gt;3 utterances)</td>
</tr>
<tr>
<td>Content</td>
<td>structure</td>
<td>missing/unmarked justifications/evidence (no discourse marker detected) consecutive rejections (DeclineOffer sequences of length &gt;1)</td>
</tr>
<tr>
<td></td>
<td>semantics</td>
<td>irrelevant arguments (out-of-domain vocabulary) non-cooperative negotiation moves (no BargainDown; no Concession acts)</td>
</tr>
<tr>
<td></td>
<td>outcome</td>
<td>no agreement on any learner’s argument (100% difference in participants’ final debate states) dead-lock situation; termination (Withdraw, Exit or BlockAgreement acts detected)</td>
</tr>
</tbody>
</table>

**Table 1.** Overview of the feedback on inappropriate behaviour as detected by the Metalogue system. Where possible, examples are provided in brackets.
interactional aspects such as turn, time, contact, and own communication management; and (3) aspects related to argument structure. Furthermore Metalogue supports debate skills training with a consistent feedback loop, i.e. real-time in-action feedback to raise awareness of currently trained aspects/behaviours and about-action feedback to trigger reflection on the previous training sessions and prepare for the following training sessions.

5.1. Learning Analytics: About-action Feedback Dashboard Design

The term Learning Analytics generally refers to the large-scale measurement, collection and analysis of learner data across different systems within learning organisations [47]. Here we use the term to refer to the measurement, collection and analysis of Metalogue generated learner data relating to the individual learner, including comparisons with aggregated learner data from within the system. This type of reflection and analysis can support educational stakeholders in becoming “aware” of their actions and learning processes. Endsley [18, 19] described being “aware” as a three level process consisting of the perception of elements in the current situation, the comprehension of the current situations and the projection of a future status. These three steps are seen as a prerequisite for making decisions and effectively performing tasks. Once people are aware of their situation, they can reflect on their actions, choose to adapt their behaviour if necessary, and engage in a process of continuous learning [45].

Here we discuss our vision for the about-action reflection dashboard based on two user scenarios: (1) immediate post performance review by tutor and learner together; (2) tutor or learner individually reviewing at leisure.

There are a wide variety of software tools available to analyse and/or visualise existing data [26]. However, of particular interest in the context of the Metalogue project is the use of visualisation tools as demonstrated by the Flashmeeting project [46]. Although the application has been developed to support online meetings, the analysis tools provide a useful illustration of how a multimodal system data and analysis could be organised in the form of a reflection dashboard. For example, it is possible to replay the complete interaction, visualising the actual video replay as well as the broadcasting distribution over time (i.e. who spoke when and for how long), and more detailed information such as chat events, specific content annotations, and broadcasting events such as interruptions. It is also possible to view analyses such as broadcast dominance (i.e. the ratio of contribution by the different participants) in the form of a pie chart, and analysis of the interaction content in the form of a key word cloud. The key criteria for the visualization of Metalogue data are:

- Occurrences of an event (e.g. voice volume (too high, too low etc), confident posture) on a timeline
- Aggregation of a single event (e.g. time used)
- Occurrences of a number of events in relation to each other in time.
- Integrated overview of various events.

In addition, parts of the dashboard may need to be layered, particularly when an integrated event is shown, and the learner or tutor should be able to zoom-in into the underlying aspects for further clarification.

An example of the type of about-action analysis the Metalogue system can provide the tutor and learner is shown as a screen mock-up in Figure 4. There are a wide range of options for selecting and viewing the whole or segments of the learner’s performance during a debate round. Video material appears in the top left window with standard video controls immediately beneath. Below (central) is the timeline adapted from the Flashmeeting dashboard as discussed above. This shows the utterances of both the learner and her opponent, plus the Metalogue feedback events against the timeline of the video. Clicking on an utterance block or an event symbol will display the corresponding video segment in the top left window. Similarly, clicking a particular point on the timeline will locate that point in the video.

The tabs along the top of the timeline window allow the user to view different types of event symbol; for example, Figure 4 (central) shows the voice tab has been selected. Accordingly, the symbols along the timeline represent all the Metalogue feedback events relating to voice performance. As the video plays, the top right window displays in detail any feedback events located on the timeline, this includes feedback given in-action, i.e. during performance, and all other events detected by Metalogue during performance but not displayed at the time to avoid overloading the learner. In Figure 4 the feedback is shown as a stopwatch symbol, providing positive feedback to the learner that her speech rate at this point was at an ideal level. It also provides clarification of what the symbol represents and provides links for further exploration.

The lower window is intended to provide various kinds of analysis depending on the tab selected on the timeline window above. In this case, with the voice tab selected (Figure 4, central), the available analysis options for voice are displayed along the top of the lower analysis window i.e. pause, emphasis, volume etc. The “Overall” tab is shown as selected (lower-right) and the window displays an analysis of the learner’s
voice performance for the round against the average performance of other learners training with the same game parameters.

6. An immersive experience?

Debate and negotiation, whether human-human or human-virtual human, is by its very nature immersive; however, returning to the “digital immersion” criteria [15, 27, 41] mentioned in the introduction to this paper (i.e. situated learning, multiple perspectives, and transfer), we will review the proposed Metalogue functionality.

With regard to situated learning, Metalogue is being designed to support the 4C-ID pedagogic framework [51] which mandates attention to authentic whole tasks based on real life, organised in classes with variation and increasing complexity. The learner experience is also dynamic and engaging, with the system taking the role of observer/audience and coach. In addition, it offers the option of a virtual debate partner able to employ natural language interaction and different styles of delivery (e.g. aggressive, conciliatory etc.).

Both in-action and about-action feedback offer the learner multiple alternative perspectives on their performance enabling them to become aware of certain behaviours and make choices about how to respond when necessary. For example, in-action: resetting body posture that has become inappropriate or gaze that has become averted; about-action: recognising and understanding debate strategies and how to employ them.

Finally, in terms of transferability, Metalogue is a mixed-reality system therefore the context of the learner is never entirely removed from the real world. Also the simulations involve realistic debating scenarios that allow the tutor to determine the topic and set...
the extent of the challenge, thus learning outcomes are envisaged to be highly transferrable.

7. Vision into reality

The Metalogue project is being realised in three incremental prototype development cycles working towards the conceptual vision outlined in the earlier sections of this paper. Here we discuss the current status of Metalogue development i.e. what we have already achieved in terms of development, integration, deployment and user evaluation.

7.1. Prototype Development and Evaluation

In order to both trail the Metalogue concept with users and to gather corpus data, we deployed a Wizard of OZ version of Metalogue as a pre-pilot in the early months of the project. Learners enacted a debate scenario while being recorded by Kinect cameras and various microphones. At the same time, project members used a manual application to display appropriate real-time feedback in the form of red or green lights to help the participants improve their performance. A wide range of insight was gleaned from this experiment which has been fed in to the design of subsequent pilots and evaluation strategies.

Our first integrated prototype focused again on the debate scenario with Metalogue acting in the role of observer and coach. Referring to the User Journey illustrated in Figure 2, this involved three debate students from the Hellenic Youth Parliament in Athens performing a limited Core Metalogue Task; namely a debate-style interaction between a proponent and opponent on the subject of banning smoking in public areas. Learners completed the same round twice in different opponent/proponent pairings and each round was followed by a review with their tutor using the About-action feedback interface. Both tutors and learners provided informal feedback on their experience.

At this early stage, only a limited number of components were available for integration (see Figure 5 for details of the integrated components in the pilot 1 architecture). However, this time the system was able to provide automated In-action feedback in the form of a limited range of words and symbols relating to the learners’ body stance and gestures. Also proprietary video annotation software was used as a provisional About-action feedback interface providing video replay of specific feedback events via a clickable time-line (see Section 5.1). As discussed earlier in Section 5, In-action feedback must be carefully balanced to avoid exceeding the cognitive capacity of the learner as they are performing, although Metalogue is designed to detect a much wider range behaviours, verbal and physical, potentially useful for the learner’s development. To illustrate this feature the about-action feedback timeline was set up to include not only the in-action events but additional incidents where the volume of the learner’s voice dropped below normative levels.

Extensive testing of the integrated software and devices ensured the first prototype was stable and suitable for conducting a user evaluation. Despite the prototype’s limitations, participants found the Metalogue concept (as illustrated by the pilot) to be acceptable and learners responded well to the In-action feedback provided. However, the provisional About-action interface was found to be difficult to navigate and interpret, highlighting the need to implement the planned bespoke interface (See Figure 4) in the subsequent pilots. Again a wide range of insight was gathered and used to shape the design of subsequent pilots.

Progress on the development and integration of components (see Figure 6 for the proposed architecture) has enabled us to design the forthcoming second pilot around the negotiation scenario, as discussed in Section 2.2, with Metalogue taking the role of a visible negotiation partner in the form of a human-size avatar. The learner, acting as a representative of the business community, will be able to negotiate the terms of a smoking ban with the avatar who represents the interests of a local authority. The parameters of the negotiation will allow for the trading of multiple options (i.e. smoking on public transport, scope of advertising campaign etc.) and In-action feedback will provide learner coaching across different modalities.

Alongside the prototyping of Metalogue in academic debate and negotiation learning contexts, we are exploring it’s potential to support corporate training, in particular, the coaching of call-centre agents in effective customer handling. We are also considering how the system might be ported into different language environments, specifically German and Greek.

7.2. Challenges

From the outset Metalogue was an ambitious vision and has therefore taken on a significant number of challenges. Here we discuss three of key the issues Metalogue researchers are currently working to address.

Challenge 1: Limitations of sensor tracking, recognition and natural language processing (NLP) technologies and error handling strategies. Despite significant advances in conversational technologies such as speech recognition, synthesis, natural language processing, and dialogue interaction management, the Metalogue system is still a long way from being a robust, fully automatic system that is able to understand debate arguments and negotiation moves accurately enough to achieve human-like performance in debates or negotiations.
Each individual module of the dialogue system produces output that may contain errors of various types. For example, we currently observe some drop in performance in each of the following Metalogue modules: ASR has about a 28% Word Error Rate (WER); 7% of errors are detected in the syntactic and semantic parsers output; the recognition error rate of dialogue acts is approximately 14%; and only 25% of argument structures are recognized successfully, although the performance is better on explicitly marked argument relations. Each error type has a different impact on the overall system performance. There is growing evidence that many real-life applications using conversational technologies do not require 100% accuracy to be useful. Humans when communicating with each other also do not show a perfect and deep understanding of each others contributions. Moreover, they may be deliberately vague in expressing their communicative intentions.

One particular challenge in the Metalogue system is that errors made by one module may propagate further through the system. As dialogue systems designers, Metalogue researchers are aware of typical processing mistakes and constantly analyse and assess each module's performance in an attempt to avoid such situations and, where the nature of such errors are known, reduce their negative impact in further processing steps. In this respect, complementary modalities play an important role in the Metalogue system. Complementary modalities not only improve the user experience, but also act as
additional information sources for the user’s dialogue contributions. For example, visual body movements, facial expressions, and gaze direction may play a variety of functions in interactive situations [35].

As the last and most critical component, the dialogue manager is particularly vulnerable to errors that propagate through the Metalogue system. For this reason, the dialogue manager makes use of built-in error recovery strategies, ensuring that the system generates behaviour that is adequate and appropriate given the dialogue setting (debate or negotiation) and communication style (cooperative or non-cooperative). For example, if the system believes that the user has performed an action that it failed to recognize completely, a good strategy would be to ask the user to repeat or rephrase what he just said. At a higher processing level, if the Metalogue system successfully recognized the user’s action, but the interpreted action does not make any sense given the current system’s state (e.g. irrelevant, ambiguous, or actions that conflict with previous actions), the system will initiate a relevant clarification sub-dialogue, see [34] for more details on these and other dialogue strategies and styles.

**Challenge 2: Data quantity and quality.** In Metalogue, debate and negotiation interactive multimodal data plays a crucial role since many modules deploy data-oriented approach for a systematic analysis and modelling of a variety of phenomena, such as negotiation.
process, argumentation, feedback, and recurring structural patterns, for training statistical machine learning algorithms for semantic processing, for automatic speech and gesture recognition, prediction of dialogue acts. For instance, one of the challenges to create a computational agent within the Metalogue system that can engage in negotiation with a human learner, was to obtain data about the way people negotiate on an action-to-action basis. Typical negotiations among artificial agents make use of hard offers. This means that an agent that makes an offer is making a commitment to that offer. If the trading partner agrees to the offer, both agents are bound to the agreement. Humans, on the other hand, usually make tentative offers that do not have the same binding quality. In extreme cases, negotiators may even make offers that they are unwilling to accept themselves. To inform the cognitive agent in Metalogue, we recorded free-form negotiations between human participants to determine what kind of actions people take, and what levels of commitment human negotiators distinguish. Debate data has been collected in Wizard-of-Oz (WoZ) setting and in human-human scenario-based interactions simulating participants’ behaviour close to real life conditions. Modern sensors for tracking multimodal behaviour have been used as described in Section 3. The amount of data collected within the project so far are 8 hours for debate and 8 hours of negotiation dialogues. Obviously, quantity and the quality of some sessions (e.g. missing data due to the equipment and some tracking software limitations) is insufficient for many tasks. For indication, to train a robust automatic speech recognition system about 300 hours of data with vocabulary size of 40k words is needed to achieve the performance of WER below 25%. Moreover, in Metalogue, we had English none-native speakers as dialogue participants resulting in many accents variations posing a challenge for robust acoustic modelling. In order to develop a stable and robust system, we used other collected spoken dialogue/non-dialogue data (appr. 254 hours). We also have trained multiple models using different approaches and diverse training criteria, as well as several state-of-the-art model adaptation techniques. Given the importance of such data for the community and time invested in its collection, the Metalogue corpus will be released for the research community at the end of 2016.

**Challenge 3: Pedagogy.** In the “Experiencer” and “Tutor” roles, a learner can review the consequences of individual actions in a negotiation on the internal state of the computational agent. However, it is important to provide learners with the appropriate level of feedback. While a learner could pinpoint the precise sequence of actions that leads to negative effects in a negotiation process, the goal of the Metalogue system is for the learner to appreciate the uncertainty of the negotiation process as well. The challenge for the Metalogue system is to provide feedback on an action-by-action basis, such that the learner can acquire appropriate negotiation behaviour, which is typically presented as general rules and guidelines [39].

A new evaluation method has been designed and tested to validate to what extent the system’s tutoring interventions correspond to that of human tutors. For this, we conducted a series of Wizard-of-Oz (WoZ) experiments whose main goal was to study the effects of tutoring interventions. The output from this experiments has been used as simulated input for our tutoring system. Two human Wizard tutors provided feedback on the presentational aspects of a trainee’s performance in real time by pressing a red button for negative feedback, e.g. “talks too loud”, “wrong posture” etc., and a green button for positive feedback. Two debate sessions were evaluated with the total duration of 22 minutes consisting of 57 turns of 4 different speakers, and comprising 426 utterances. Time-stamped human Wizard’s and automatically generated tutoring interventions events were logged and compared. We observed that human and system interventions differ both quantitatively and qualitatively. The system generated about 50% more feedback messages, with a significantly higher portion of negative feedback than human tutors do. There are also differences between tutors’ judgements with an agreement between them reaching less than 30%. It should be noted here, that human tutors involved in this preliminary study were of different backgrounds, e.g. psychologists and pedagogical experts, but not professional debate or negotiation trainers. This small-scale experiment however provided useful insights into evaluation procedure and criteria. For instance, the study indicated that the amount, type and complexity of feedback which is appreciated most and considered useful is a still largely open concern. Thus, user-based evaluation and usability testing should be performed on a large scale involving both trainees and tutors. From the evaluation with trainees insights can be gained on what skills and what aspects are most important for them to master, and from the evaluation with tutors what type, amount and timing of interventions they provide lead to the best learning outcome.

**7.3. In Conclusion**

The vision elaborated above is a challenging, multidisciplinary endeavour and a work in progress. However, the outcomes have the potential to advance our understanding of metacognitive training and learning analytics on one level, and conversational human-machine interaction, dialogue interfaces on
another - perhaps moving us one small step towards the visionary capabilities embodied in Jonze’ Her [24].
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