Selective Excitation of Localized Spin-Wave Modes by Optically Pumped Surface Acoustic Waves
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We explore the feasibility of exciting localized spin-wave modes in ferromagnetic nanostructures using surface acoustic waves. The time-resolved Faraday effect is used to probe the magnetization dynamics of an array of nickel nanowires. The optical-pump pulse excites both spin-wave modes of the nanowires and acoustic modes of the substrate and we observe that, when the frequencies of these modes coincide, the amplitude of magnetization dynamics is substantially enhanced due to magnetoelastic coupling between the two. Notably, by tuning the magnitude of an externally applied magnetic field, optically excited surface acoustic waves can selectively excite either the upper or lower branches of a splitting in the nanowire’s spin-wave spectrum, which micromagnetic simulations indicate is caused by localization of spin waves in different parts of the nanowire. Thus, our results indicate the feasibility of using acoustic waves to selectively excite spatially confined spin waves, an approach that may find utility in future magnonic devices where coherent structural deformations could be used as coherent sources of propagating spin waves.
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1. INTRODUCTION

With CMOS technology reaching the end of its scaling potential [1], there is great interest in developing technologies that will allow further growth in the power and efficiency of computational hardware. Among these technologies, magnonic devices [2,3], in which information is transported and processed via the propagation and interaction of spin waves, are attractive candidates, since they can hypothetically perform computations without transporting electrical charge, thus increasing energy efficiency.

Unfortunately, while propagating spin waves does not require current flow, their excitation, which is typically achieved using optical pulses [4–8], the Oeﬆed field of microwave strip lines [9–11], or spin-torque effects [12–14], is more problematic. Here, the former approach is limited by the difficulties of miniaturizing powerful laser systems and optics, while the latter two cases inherently require current flow.

To address these limitations, methods of exciting spin waves using applied voltages, rather than electric currents, must be developed. For example, Cherepov et al. [15] have demonstrated spin-wave generation and detection in an artificial multiferroic cell, where voltage contacts are used to create localized radiofrequency stresses in a piezoelectric layer, which then excite spin waves in a coupled magnetic channel via the inverse-magnetostrictive effect. Alternatively, to avoid the complex electrical contacting required for local actuation of a multiferroic system, one may attempt to use inverse magnetostriction to couple spin waves to surface acoustic waves (SAWs). SAWs have similar frequencies to spin waves at the micro- and nanoscales and can be excited by applying high-frequency voltages to interdigitated transducers mounted to the surface of suitable piezoelectric substrates. Furthermore, because SAWs exhibit low propagation losses, one can envisage using a single transducer pair to coherently and efficiently excite spin waves in a large number of channels simultaneously, in a manner that would be beneficial for future magnonic technologies. Previous studies have shown the feasibility of using SAWs to excite ferromagnetic resonance [16–22] and to create subresonance dynamics [23–28] in thin films and nanostructures. However, the coupling of SAWs to the complex spin-wave spectra of magnetic nanostructures has not yet been comprehensively explored, with only the work of Yahagi et al. [29] making passing reference to the fact that localized resonant modes can be excited in this way.
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In this paper, we use time-resolved Faraday rotation measurements and micromagnetic simulations to examine the coupling between the surface acoustic waves and spin-wave modes of an array of nickel nanowires. Our data reveal the strong excitation of magnetization dynamics at applied fields, where either of the nanowire’s two primary spin-wave modes is coincident with the frequency of a SAW excited by the optical-pump pulse. Micromagnetic simulations show these two modes to be spatially localized in the body and edges of the nanowire, respectively, thus verifying the feasibility of using SAWs to selectively excite localized spin waves in magnetic nanostructures.

II. METHODOLOGY

Large-area arrays of rectangular-profile nickel nanowires are fabricated on glass (N-BK7) wafers using electron-beam lithography, thermal evaporation, and lift-off processing. The arrays characterized in this study have widths of 250 nm, thicknesses of 40 nm, and periods of 500 nm. The length of the wires is several millimeters and they extend beyond the aperture of the excitation and detection beams. Equivalently evaporated continuous thin films are characterized using a vector-network-analyzer ferromagnetic-resonance (VNAFMR) system. The film’s saturation magnetization, \( M_s = 315 \text{ kA/m} \), is found by fitting the variation of the film’s resonance frequency with applied field to the Kittel equation, while the variation of the resonance line width with frequency allows the determination of its damping parameter, \( \alpha = 0.04 \) [30]. We note that the value of \( M_s \) is lower than that for bulk nickel, perhaps indicating some oxidation of the uncapped films. Atomic-force-microscopy (AFM) data illustrating the geometry of the array are shown in Fig. 1(a), including an inset line cut showing the uniformity of the final structures.

A schematic diagram illustrating the experimental geometry is presented in Fig. 1(b). Excitation of the nanowire array is achieved by approximately 100-fs optical pulses with wavelength \( \lambda_{\text{pump}} = 400 \text{ nm} \) directed at near-normal incidence onto the sample surface. The nanowire’s magnetic response is characterized via the Faraday rotation of a time-delayed, linearly polarized probe beam (approximately 100-fs pulses, \( \lambda_{\text{probe}} = 800 \text{ nm} \)), directed at normal incidence onto the sample surface. An analysis of the probe beam’s polarization using standard polarization bridge techniques as a function of time delay thus allows elucidation of the nanowire’s magnetization dynamics. The diameter of the pump beam is several hundred microns (fluence of approximately 5 mJ/cm²), with the probe beam being fully contained within the pump, meaning that a large number of nanowires are characterized simultaneously. The measurements are performed within the poles of an electromagnet that can be continuously rotated around the sample normal to vary \( \phi_H \), the angle between the applied field \( H \) and the array’s wave vector.

Micromagnetic simulations of the nanowire’s magnetization dynamics are performed using the MUMAX3 software package [31]. We model a single 500-nm (width) \( \times 1000\text{-nm} \) (length) section of the array and employ periodic boundary conditions in both in-plane directions to emulate both the array’s periodicity and the long lengths of the nanowires. A \( 5 \times 5 \times 5 \text{-nm}^3 \) mesh is used for all simulations. Values of \( M_s \) and \( \alpha \) are chosen to align the material properties of simulated nanowires with those measured via VNAFMR from continuous films, while the exchange stiffness is set to a standard value of \( D_{\text{ex}} = 9 \text{ pJ/m} \). We neglect the effects of magnetocrystalline anisotropy due to the polycrystalline nature of the experimental samples. To simulate the nanowire’s spin-wave spectrum...
under given applied field conditions, we first initialize the nanowire’s magnetization along a vector \((H_x, H_y, H_z) = (1, 1, 0)\) before relaxing it under the required values of \(H\) and \(\phi_H\). We then apply an abrupt 20 Oe out-of-plane field pulse in order to excite magnetization dynamics within the nanowire and Fourier transform the resulting time-domain data for \(M_L/M_s\) (i.e., the out-of-plane component of magnetization) to obtain the nanowire’s frequency-domain response. The localization of spin-wave modes is then examined by exciting the array with frequency-matched, sinusoidally varying, out-of-plane applied fields with amplitudes of 10 Oe.

### III. RESULTS

Figure 2 presents time- and frequency-domain experimental data for \(\phi_H = 10^\circ, 20^\circ, \text{ and } 30^\circ\), along with micromagnetically simulated frequency-domain data. The top row of panels (a)–(c) shows the background-subtracted time-resolved Faraday signals at these magnetic-field angles, which are accompanied by their Fourier transforms in (d)–(f). The time-delay data exhibit complex oscillatory dynamics of the average magnetic moment of the ensemble of Ni wires. In combination with the frequency domain representation, we can understand their salient features.

Two mechanisms for inducing magnetization dynamics are activated when the pump pulse excites the nanowire array. First, fast demagnetization processes suppress \([32]\) the magnetic moment of individual wires, modifying the spatial distribution of their demagnetizing fields and, thus, reorientoing the effective magnetic field relative to the applied external field. This process is equivalent to that first demonstrated by van Kampen et al. \([33]\) and results in the frequency-domain data presenting a faint trace of the nanowire’s full spin-wave spectrum \([\text{Figs. } 2(\text{d})–2(\text{f})]\). This can be seen most easily by comparing the experimental frequency-domain data \([\text{Figs. } 2(\text{d})–2(\text{f})]\) with the simulation results \([\text{Figs. } 2(\text{g})–2(\text{i})]\), which show the nanowire’s response to a sharp perturbation of the effective field. This simulated response is also overlayed onto the frequency-domain data \([\text{the red lines in Figs. } 2(\text{d})–2(\text{f})]\) and shows good quantitative agreement with the experimental results for the displayed angles. We note that, at high applied fields, the nanowire’s spin-wave spectrum shows two clear branches for low angles of the magnetic field, \(\phi_H\). As this angle increases and the field aligns more with the long axis of the wires, the splitting between the two observed resonance branches lessens until, at \(30^\circ\), they become nearly indistinguishable.

The second effect of the pump pulse is the excitation of acoustic waves due to the spatially varying optical absorption, and thus spatially varying thermomechanical stress, of the nanowire, a process that is known to lead to excitation of Rayleigh SAWs and the individual

![FIG. 2](image-url)  
(a)–(c) Time-domain pump-probe Faraday measurements of the nickel-nanowire array for \(\phi_H = 10^\circ, 20^\circ, \text{ and } 30^\circ\). (d)–(f) Equivalent frequency-domain measurements. Red dashed lines indicate the peak positions of the spin-wave spectrum as derived from the results of micromagnetic simulations. For \(\phi_H = 10^\circ\), the white line indicates the average intensity measured between the two dashed white lines, which encompass the SAW excitation observed at \(f = 6 \text{ GHz}\). (g)–(i) Micromagnetic simulations of the low-energy spin-wave spectrum of the nanowire. At low angles, a split spectrum elucidates the spin-wave amplitudes located in the bulk and edge regions of the wires.
“breathing” modes of the wires (i.e., both in-plane and out-of-plane dilation and compression of the wire width and height, respectively). Thus, the elastic dynamics of these wire arrays behave similarly to our previously discussed ultrafast transient-grating (TG) measurements on uniform magnetic films \[34,35\]. The resultant strain profile is that of a standing acoustic wave with antinodes occurring at the center of the wires and the gaps between them, which is equivalent to the case of two counterpropagating surface acoustic waves. The generated acoustic modes are presented as faint horizontal lines in the frequency-domain data and, based on the periodicity of the wire array and the acoustic velocity of the substrate and wire material, we attributed these to be the Rayleigh SAW excitation at 6 GHz and the wire (width) breathing mode at 11.25 GHz, the latter being closely associated with surface-skimming longitudinal (SSLW) modes of the form we have previously reported \[36\].

The experimental frequency-domain representation also shows clear “hot spots” whenever an acoustic mode crosses the nanowire’s spin-wave spectrum, which we show explicitly for the \(10^\circ\) data as an overlayed line cut on the frequency-domain data \[Fig. 2(d)\]. We understand this to be the resonant interaction between the underlying acoustic waves and the wire’s magnetization under the correct applied field conditions. However, distinct from the dynamics previously demonstrated in our TG measurements \[34–36\], we draw attention specifically to the fact that, in the case presented here (e.g., \(\phi_H = 10^\circ\)), two clear hot spots are present at the SAW frequency, namely, resonances at approximately \(\pm 1225\) and \(\pm 1850\) Oe (indicated by arrows). The nature of these distinct features is the primary focus of this paper and will be discussed in detail shortly.

The form of the nanowire’s frequency-domain data can be understood further by considering \(\phi_H = 10^\circ\), which plots the simulated frequencies \[Fig. 3(a)\] of the nanowire’s spin-wave modes, as well as its global values \[Fig. 3(b)\] of \(M_x/M_s\) and \(M_y/M_s\), as a function of the applied field for \(\phi_H = 10^\circ\). At large positive fields, the nanowire is almost entirely saturated along the field direction and presents two well-separated modes, the frequencies of which scale almost linearly with the applied field. The existence of these two modes can also be seen clearly in \(\phi_H = 10^\circ\), which presents a line cut through the simulated frequency-domain data at \(H = 1500\) Oe.

Micromagnetic simulations of the spatial distributions of each branch of the spin-wave spectrum are shown in \(\phi_H = 10^\circ\), for a field of 1500 Oe and driving frequencies of 5.1 and 6.9 GHz. The micromagnetic results are plotted for at different time points for a full oscillation period and show the localized nature of the excitations for different precessional frequencies. For example, \(\phi_H = 10^\circ\) demonstrates that the lower-frequency resonance is associated with the spin-wave amplitude localized at the edges of the wire’s profile, while the higher-frequency resonances are localized in the centers of the individual wires. The existence of these distinct spatial distributions of the spin waves is the result of nonuniformity of the demagnetizing field across the width of the wire. This field strongly opposes the applied field at the nanowire’s edges, lowering the effective field about which the magnetization precesses, and thus decreases the resonant frequency of these regions compared to those in the middle of the nanowires, which form the upper branch on the plot.

Looking again at \(\phi_H = 10^\circ\), as the applied field is reduced toward approximately 1000 Oe, the nanowire’s magnetization remains closely aligned to the poling direction. However, substantial changes are observed in the frequency-domain data, with the upper branch of the spin-wave spectrum progressively decreasing in intensity relative to the lower branch, such that by \(H = 1000\) Oe, the lower branch dominates \[Fig. 4(a)\]. In this applied field region, the remaining lower branch continues to represent the dynamics of spins at the edges of the nanowire \[Fig. 4(c)\].

At \(H = 500\) Oe, the mode spectrum exhibits a local minimum in frequency as the applied field becomes comparable to the demagnetizing field, minimizing the effective field around which the magnetization precesses. Simultaneously, the reduction in field results in a precessive reorientation of the nanowire’s magnetization away from the applied field, while at larger fields, the magnetization remains closely aligned to the poling direction. The nature of this reorientation is further supported by the micromagnetic simulations, which show the localized nature of the excitations for different precessional frequencies.
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FIG. 4. (a) Micromagnetically stimulated spin-wave spectra for $H = 500$ (blue), 1000 (red), and 1500 Oe (black) ($\phi_H = 10^\circ$). (b) Micromagnetically stimulated images of the $M_z$ component of magnetization for a complete period of oscillation at $f = 5.1$ GHz and $f = 6.9$ GHz ($H = 1500$ Oe, $\phi_H = 10^\circ$), corresponding to the lower and upper branches of the spin-wave spectrum respectively. (b) Equivalent images for $f = 4.2$ GHz, $H = 1000$ Oe, $\phi_H = 10^\circ$. (c) Equivalent images for $f = 3.4$ GHz, $H = 500$ Oe, $\phi_H = 10^\circ$.

from the hard axes toward their easy axes and an expansion of the remaining mode from the nanowire’s edges to the body [Fig. 4(d)]. As the applied field is further reduced to $H = 0$ Oe, the spin-wave frequency increases again due to the nanowire’s demagnetizing field becoming dominant over the applied field, resulting in a net increase of the effective field.

For applied fields in the range $H = 0$ Oe to $-500$ Oe, the mode spectrum first softens and then exhibits a discontinuity at $H = -450$ Oe. These phenomena are attributed to the applied field having developed a component along $-y$, while the magnetization retains a component along $+y$, due to the nanowire’s shape anisotropy preventing its reorientation (the wires are initially poled in the positive $M$ direction and so the “flop” transition occurs on the negative $M$ side). The discontinuity in the mode spectrum occurs as the magnetization overcomes this energy barrier to align along $-y$. We note that similar discontinuities can be observed in the experimental data [Figs. 2(a)–2(c)], albeit at lower fields ($H = -380$ Oe), due to thermal activation assisting the magnetization reorientation in the experiments. For $H < -500$ Oe, the mode spectrum is symmetric with that for equivalent positive fields, indicating that equivalent magnetization dynamics are occurring.

The explanation above can also be applied to understand the variation of the frequency-domain data with $\phi_H$ shown in Fig. 2. First, as the field angle increases, all spin-wave modes and their elastic resonances shift to smaller applied fields, a general feature associated with the shape anisotropy of the wires [37]. Furthermore, as $\phi_H$ increases, decreased splitting is observed between the upper and lower branches of the spin-wave spectrum. This decrease can be attributed to the nanowire’s magnetization being saturated at larger angles to their hard axes, thus reducing the strength of the demagnetizing field the edge spins experience. The same reduction of the demagnetizing field also explains the reduced prominence of the frequency minima observed for low applied fields as $\phi_H$ increased.

Having explained the physical origin of the nanowire’s spin-wave spectrum, we now return our attention to its coupling to the acoustic excitations generated by the pump pulse. Figures 5(a) and 5(b), respectively, present the negative applied field sections of the time- and frequency-domain data measured for $\phi_H = 10^\circ$. Here, the visibility of the coupling between the SAW and the spin waves in the frequency-domain data [Fig. 5(b)] has been enhanced by applying a two-dimensional Hamming window to the time-delay data [Fig. 5(a)] prior to the Fourier transform being performed. Again, clear hot spots can be observed in the frequency-domain data at the points where the SAW mode

FIG. 5. (a) Time-domain data for $\phi_H = 10^\circ$ modified by a 2D Hamming window applied in the region where the spin-wave spectrum of the nanowire crosses the SAW and breathing-mode acoustic resonances. (b) Corresponding frequency-domain data. The frequencies of the SAW and breathing-mode (BM) acoustic resonances are indicated by dashed red lines. The white lines are guides for the eye and indicate the frequencies of the upper and lower branches of the spin-wave spectrum.
crosses the previously delineated upper and lower branches of the magnetization dynamics and where the breathing mode crosses its upper branch (our electromagnet prohibited measuring at fields where the breathing mode would be expected to cross the lower branch). The enhancement of the amplitude of the nanowire’s magnetization dynamics at these points indicates that a resonant interaction is occurring between elastic and magnetic dynamics. A further signature of this interaction can be seen in the time-domain data of Fig. 5(a), where 180° phase shifts (a tilt in the excitation lobe) are observed as the field is swept through the points of resonance between the SAW mode and spin-wave dynamics.

The key result here is that, depending on the value of the applied magnetic field, the SAW mode resonantly excites either branch of the spin-wave spectrum, which, as we have shown previously, are localized in different sections of the nanowire array. Thus, our measurements provide evidence of the feasibility of selectively exciting localized spin-wave modes by coupling them to acoustic waves.

As a final point, we now validate via further simulations the feasibility of acoustically exciting localized spin waves. We begin with the standard equation for the magnetoelastic energy density:

\[
E_{\text{M.E.}} = B_1 (\epsilon_{xx} m_x^2 + \epsilon_{yy} m_y^2 + \epsilon_{zz} m_z^2) + 2B_2 (\epsilon_{xy} m_x m_y + \epsilon_{xz} m_x m_z + \epsilon_{yz} m_y m_z),
\]

where \(B_i\) are the magnetoelastic coupling constants and \(\epsilon_{ij}\) are the components of strain that a magnet is subjected to. For an isotropic polycrystalline film \(B = B_1 = B_2\) and for a Rayleigh SAW propagating along the \(x\) axis, \(\epsilon_{yy} = \epsilon_{zz} = \epsilon_{yx} = 0\). For the case of a film thickness much smaller than the SAW wavelength, it is further the case that \(\epsilon_{xx} > \epsilon_{xy}, \epsilon_{zx}\) in the near-surface region [38], while the in-plane applied field ensures that \(m_x \gg m_y, m_z\). Hence, for our experimental geometry, we arrive at \(E_{\text{M.E.}} = B_1 \epsilon_{xx} (x, t) m_x^2\), such that the magnetoelastic effects of the SAW are analogous to a spatially and temporally varying uniaxial anisotropy profile of the form

\[
K_1 = B \epsilon_{xx} \cos(2\pi x/\lambda_a) \sin(2\pi f_{\text{saw}} t),
\]

where \(\lambda_a\) is the array repeat period (\(\lambda_a = 500\) nm), \(f_{\text{saw}}\) is the frequency of the optically excited SAW as measured from the experimental data (\(f_{\text{saw}} = 6\) GHz), \(B \sim 7.85\) MJ/m³, and \(\epsilon_{xx} \sim 200\) ppm [19]. While we believe the experimental strains to be larger than this value, micromagnetic simulations are conducted at this reduced strain to ensure the linearity of the simulated results, while the experimental results do not show responses that would be associated with the frequency-mixing phenomena we reported previously [39]. The anisotropy axis is applied along the \(x\) axis of the array. The SAWs antinode are located in the center of the nanowires and in the center of the gaps between them. Simulations are performed at three applied fields: \(H = 1225, 1850,\) and 3000 Oe, corresponding to situations where the upper branch, lower branch, and neither branch of the spin spectrum, respectively, is in resonance with the SAW (\(\phi_H = 10^\circ\)).

Figure 6(a) presents \(M_x/M_y\) (\(M_y\) is the measured quantity in the Faraday geometry) vs time for each of the applied fields listed above. As the simulations are started from a stable configuration, the data show an initial period where the dynamics increase in size, before stabilizing as they reach the equilibrium amplitude. For the two cases where the SAW is in resonance with the spin-wave spectrum (\(H = 1225\) and 1850 Oe), strong excitation of
magnetization dynamics is observed, whereas for $H = 3000$ Oe, where the acoustic excitation is off resonance, only minor perturbations occur. Corresponding spatially resolved images of the magnetization dynamics [Figs. 6(c) and 6(d)] confirm that the localization of the spin-wave modes is retained under acoustic excitation, with the mode observed at $H = 1225$ Oe localizing in the center of the nanowire and the mode at 1850 Oe localizing at its edges. Together with the experimental data, this result provides strong evidence that surface acoustic waves can be used to selectively excite localized spin-wave dynamics and we expect that a spatially resolved measurement, for example, using time-resolved x-ray photoelectron emission microscopy (XPEEM) [40], would validate these findings.

IV. CONCLUSIONS

In this paper, we use the results of the pump-probe time-resolved Faraday effect and micromagnetic simulations to demonstrate the feasibility of acoustically exciting localized spin waves in nickel nanowires. When saturated (nearly) perpendicular to the nanowire’s length, the spin-wave spectrum splits into two modes, respectively localized in the body and at the edges of the nanowires. These modes are determined to be selectively excited when the applied field is tuned so as to bring them into resonance with a surface acoustic wave produced by the pump pulses’ interaction with the nanowire’s spatially varying thermal absorption.

Our work paves the way for future devices in which surface acoustic waves can be used to coherently excite spin waves in magnonic logic devices, e.g., by selectively exciting localized modes in nanowire end domains, which then in turn act as sources for propagating spin waves. Further applications could include spin-wave amplification, boosting capabilities for long-distance spin-wave transmission in the absence of Joule heating in the generation, and amplification processes. An important step in achieving such advances will be reproducing our results in devices where spin waves are excited by surface-mounted interdigitated transducers (either in the standing-wave or traveling-wave configurations), thus demonstrating a true device implementation of the approach we propose.
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