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Abstract

Background: Although mortality delay (the shift of the age-at-death distribution to older ages) and mortality compression (less variability in the age at death) are the key dynamics that drove past mortality trends, they have seldom been included in mortality projections.

Objective: We compare the projections of a new parametric mortality model that captures delay and compression of mortality (CoDe) with projections based on the well-known Lee-Carter (LC) model.

Data and methods: We compare the two models’ properties and in-sample and out-of-sample performance using data from 1960 to 2014 for French, Japanese, and American women and men.

Results: The CoDe model has less parameters to describe the shape of the age pattern, but more parameters to describe the changes in the age pattern, provides extrapolation to higher ages, allows to estimate the modal age at death, does not assume the exponential decline of rates across all ages, decomposes the delay and compression effect, and can serve as a diagnostic tool. While the LC model provides a better fit at younger ages, the CoDe model provides a better fit at older ages. The LC model consistently projects a slowdown of mortality delay and thus of the increase in life expectancy at birth, whereas the CoDe model can project a continuation of delay and thus a steady increase in life expectancy.

Conclusion: Projecting mortality by including mortality delay and compression can result in better forecast performance than using the LC model, especially when the modal age at death increases linearly.
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Introduction

Over the past three decades, demographers, actuaries, and epidemiologists have made considerable efforts to produce accurate mortality projections. While the unforeseen extension of longevity is beneficial for society, it comes with financial consequences (International Monetary Fund 2016). Accurate mortality projections are essential to ensure the solvency of government and private pension providers.

Mortality projections are usually based on the analysis of past trends in age-specific mortality rates (see Booth and Tickle 2008; Cairns et al. 2009; Dowd et al. 2010a, 2010b; Cairns et al. 2011; Stoeldraijer et al. 2013, for an extensive review and a comparison of mortality projection models). Currently, the best-known mortality projection...
model is the Lee-Carter model (Lee and Carter 1992), which explains the age and period patterns of central death rates using a single period-dependent parameter and two age-dependent parameters. The Lee-Carter model is the “forefather” of many of the well-known mortality models described in the literature, such as the models proposed by Lee and Miller 2001, Booth et al. 2002, Renshaw and Haberman 2006, Plat 2009, and Kleinow 2015. The Lee-Carter model is regarded as a benchmark model, despite having some shortcomings (Booth et al. 2002).

Recently, mortality researchers have shown increased interest in studying trends in the age-at-death distribution instead of age-specific mortality rates (Wilmoth and Horiuchi 1999; Cheung et al. 2005; Canudas-Romo 2008; Canudas-Romo 2010; Ediev 2013; de Beer and Janssen 2016; Basellini et al. 2016; Bergeron-Boucher et al. 2015). One of the main reasons for analyzing the age-at-death distribution is that doing so allows researchers to distinguish between delay and compression of mortality (Bergeron-Boucher et al. 2015; de Beer and Janssen 2016; Basellini et al. 2016). Delay is defined as the shift of the age-at-death distribution to the right (Vaupel 2010), which is reflected in an increase in the modal age at death (Canudas-Romo 2008). Compression is defined as a change in the shape of the age-at-death distribution resulting from a decline in the variability of the age at dying (Fries 1980; Wilmoth and Horiuchi 1999; Kannisto 2000). Until the 1970s, increases in life expectancy in low-mortality countries were largely attributable to a decline in infant and child mortality and consequently compression. But in recent years, delay of mortality has been the main cause of increases in life expectancy in these countries (de Beer and Janssen 2016).

However, to the best of our knowledge, very few of the existing mortality projection models have made use of the two dynamics that drive the changes in the age-at-death distribution. Bongaarts (2005) projected mortality for adult Swedish women based on the assumption that improvements in (senescent) mortality rates are the result of mortality delay. However, he did not consider changes in the shape of the age-at-death distribution, i.e., the compression effect. Two recently developed projection methods that include both compression and delay can only be applied to the adult population. Terblanche (2016) projected mortality for Australian men and women aged 50–100 based on the linear extrapolation of both the modal age and the concentration of deaths around the modal age. Basellini et al. (2016) recently proposed a methodology for modeling and forecasting adult mortality that is based entirely on the modal age and variance in the age-at-death distribution. Moreover, two mortality models have been proposed that capture mortality delay and mortality compression, i.e., the adapted Siler model by Bergeron-Boucher et al. (2015) and the compression and delay (CoDe) model by de Beer and Janssen (2016). Although the CoDe model has been used to project mortality for Japanese women (de Beer et al. 2017), the method has not yet been applied to other countries.

Our objective is to project mortality across all ages by examining mortality delay and compression using the compression and delay (CoDe) model. In addition, to assess the advantages and disadvantages of this new projection model, we compare it qualitatively and quantitatively with the well-known Lee-Carter model.

**Methods and data**

In this section, we introduce and discuss the CoDe model for projecting mortality using the concepts of delay and compression. We then briefly describe the Lee-Carter (LC)
model, and outline the qualitative and quantitative methods we use to compare the CoDe model with the Lee-Carter (LC) model.

**Description of the CoDe model**

To project mortality using delay and compression, we will use the compression and delay (CoDe) model. The CoDe model is a non-linear parametric mortality model for modeling mortality and forecasting the full age range that distinguishes between mortality delay and mortality compression (de Beer and Janssen 2016). We refer to our model as CoDe 2.1, as it is a slight adaptation of the CoDe 2.0 version (de Beer et al. 2017)—which was in turn a slight adaptation of the original CoDe model (de Beer and Janssen 2016). The main difference between CoDe 2.0 and CoDe 2.1 is that we followed the principle of parsimony and limited the number of time-varying parameters as much as possible, as this may be expected to result in more robust projections.

The CoDe 2.1 model is formulated as follows:

\[
q_{x,t} = \frac{A_t}{xB+1} + \frac{e^{(a_t+x-z)}}{1+e^{(x-z)}} + \frac{b_{x,t}e^{(x-M_t+h_1)}}{1+\frac{g}{e^{(x-M_t+h_1)}}} \tag{1}
\]

with

\[
b_{x,t} = \beta_1 + (\beta_{3,t} - \beta_1) \frac{e^{(x-M_t+h_1)}}{1+e^{(x-M_t+h_1)}} \tag{2}
\]

where \(q_{x,t}\) denotes the death probability at age \(x\) in year \(t\). The CoDe 2.1 model includes 10 parameters, of which four are assumed to change across time, i.e., \(A_t \in (0,1)\), \(a_t < 0\), \(M_t > 0\), and \(\beta_{3,t} > 0\); six are assumed to be constant across time, i.e., \(\beta_1 > 0\), \(\beta_2 > 0\), \(B > 0\), \(g \in (0,1)\), \(h_2 > 0\) and \(z > 0\) and \(h_1 > 0\) is a constant, that improves the fit of parameter \(M_t\) on the modal age. For more details for the calibration of the model and the bounds necessary for the calibration of the model see Appendix 1.

The first term of Eq. 1 describes the sharp decline in mortality at young ages from a relatively high value at age zero to a very low value in young childhood. Parameter \(A_t \in (0,1)\) reflects the level of infant mortality in year \(t\), and \(B > 0\) affects the rate of decrease in mortality in young childhood.

The so-called accident hump of mortality is described by the second term of Eq. 1, which is a logistic function. The value of \(\exp a_t\) reflects the so-called background mortality (Bongaarts 2005), i.e., the part of mortality that does not vary with age in adulthood. Makeham (1860) was the first to introduce a term that does not change with age. For ages above 25, the first term of the CoDe 2.1 model is zero and the second term converges to a constant value, i.e., \(\exp a_t\). Thus, the second term describes the level of background mortality. Adulthood mortality starts to increase strongly around age \(z\).

The third term of Eq. 1 is a logistic function describing adult and old-age mortality. The logistic assumption ensures that the death probabilities will eventually slow down (de Beer et al. 2017, extended data Fig. 1). Thatcher (1999) and Kannisto (1994) showed that—in general—the logistic model provides a better fit at the oldest ages than the Gompertz model (Gompertz 1825), even though for the US there is some debate whether this conclusion is true (Gavrilov and Gavrilova 2011; de Beer et al. 2017, supplementary information).
In our logistic function, parameter \( M_t \) approximates the modal age at death; whereas the slope of the logistic function, i.e., \( b_{3,t} \), is an age- and time-dependent function with four parameters. An increase in parameter \( M_t \) reflects the delay effect, whereas an increase in parameter \( \beta_{3,t} \) reflects the compression effect. In Fig. 1, we present the impact of increases in \( M_t \) (i.e., delay) and of increases in \( \beta_{3,t} \) (i.e., compression) on the death probabilities and the age-at-death distribution. We observe that the age-at-death distribution shifts to the right if \( M_t \) increases and the shape remains the same. If we change the value of the compression parameter \( \beta_{3,t} \), we observe that the age-at-death distribution does not shift to the right but the shape changes. At age \( M_t - h_2 \) we observe an increase in the density, indicating compression. At progressively higher ages, the death probabilities level off to a maximum value of \( g \). For a collection of countries with reliable data, Gampe (2010) estimated that the death probability above age 110 is equal to 0.5. The Human Mortality Database assumes that the death rates have an upper bound equal to one (Wilmoth et al. 2017), which translates into an upper bound for death probabilities that are equal to 0.63 (based on Eq. 4). On the other hand, Rau et al. (2017) showed that the death probabilities at very old ages vary by gender and country. Thus, we assume that parameter \( g \) is not time dependent, but we allow it to vary by country and gender. Since the death probabilities level off at very old ages, and we use mortality data up to maximum age of 100 in the current application, our assumption for \( g \) is expected to minimally affect our results.

![Fig. 1](image-url)
Description of the Lee-Carter model

The Lee-Carter (LC) model is a log-bilinear model developed to fit the death rates surface. For each age and year, it has two age-dependent parameters and a 1-year-dependent parameter. The LC model has the following simple form

$$\log(\mu_{x,t}) = \alpha_x + \beta_x \kappa_t,$$

where $\mu_{x,t}$ is the death rate at age $x$ in year $t$. For the identifiability of the parameters of the LC model, two non-unique constraints are required. Based on the constraints proposed by Lee and Carter (1992), $\alpha_x$ reflects the average age-specific death rates. The changes in the standardized age-specific death rates $\log \mu_{x,t}$ are decomposed into a time effect $\kappa_t$, which captures the average improvement over time across all ages; and an age effect $\beta_x$, which adjusts the rate of mortality decline for each age.

We select the LC model as a benchmark model, foremost because it is a well-known model in the literature. In addition, however, the CoDe 2.1 and the LC model have a fairly equal number of parameters (see Table 1), which enables to focus the comparison on the most important aspect on which the two models differ: the ability to project delay and compression of mortality.

Qualitative comparison

The analysis and the comparison of mortality models is usually based on quantitative criteria, such as measures of goodness of fit or the ex-post facto comparison of demographic indices, such as life expectancy (Cairns et al. 2009; Bohk-Ewald et al. 2017).

Table 1 Comparison of the underlying assumptions and properties of the CoDe 2.1 model and the LC model

<table>
<thead>
<tr>
<th>Properties</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical form</td>
<td>LC</td>
</tr>
<tr>
<td>Total number of parameters</td>
<td>CoDe 2.1</td>
</tr>
<tr>
<td>Modeling of the age pattern</td>
<td>Models death rates and is linear</td>
</tr>
<tr>
<td>Extrapolation to high ages</td>
<td>More flexible to capture age-specific effects due to many age-dependent parameters</td>
</tr>
<tr>
<td>Estimating modal age</td>
<td>Limited, only integer values</td>
</tr>
<tr>
<td>Modeling of the mortality trend</td>
<td>One parameter explains the mortality trends across all ages</td>
</tr>
<tr>
<td>Ability to distinguish between compression and delay</td>
<td>Cannot decompose</td>
</tr>
<tr>
<td>Speed of mortality decline</td>
<td>Death rates decrease exponentially for all ages</td>
</tr>
<tr>
<td>Incorporation of exogenous variables and expert opinion</td>
<td>Very limited</td>
</tr>
<tr>
<td>Ability to use as diagnostic tool</td>
<td>Not possible</td>
</tr>
</tbody>
</table>
Nevertheless, performing a qualitative comparison is also very important, as a comparison of this kind is needed to understand and interpret the causes of differences across mortality projections. For the qualitative comparison of the CoDe 2.1 model and the LC model, we studied the models’ underlying assumptions and properties, i.e., the mathematical form, the number of parameters, the modeling of the age pattern, the extrapolation of mortality to high ages, the modeling of mortality trends, the ability to distinguish between delay and compression, the speed of the mortality decline, the incorporation of exogenous variables and expert opinion in the projections, and the extent to which the model can be used as an ex-post diagnostic tool.

Quantitative comparison
The quantitative comparison of the two models is based on an empirical application in which we compare the in-sample fit and the out-of-sample and the in-sample projections of life expectancy at birth and the modal age at death using data on recent mortality trends for three low-mortality countries.

Empirical application
For our empirical analysis, we obtained annual sex- and age-specific deaths and exposures from the Human Mortality Database (HMD) for France, Japan, and the USA for the 1960–2014 period and for ages 0–100 (Human Mortality Database n.d.). We then used these data to calculate unsmoothed death probabilities and death rates. The reason for selecting these three low-mortality countries is that they show clearly different trends in the modal age at death (de Beer and Janssen 2016). The modal age of French women is the highest among European populations and increased linearly from 1960 onward (Ouellette and Bourbeau 2011), whereas the modal age of American women was high in 1960 but decelerated in the 1980s and the 1990s. Japanese women have displayed the highest modal age since the beginning of the twenty-first century, along with the highest (non-linear) improvement rate in the world (de Beer et al. 2017). Furthermore, for these countries, the CoDe model has been applied before (de Beer and Janssen 2016 and de Beer et al. 2017).

Note that we have used death rates to calibrate the LC model and the death probabilities to fit the CoDe 2.1 model. We assume that the death probabilities can be estimated from death rates by

\[ q_{x,t} = 1 - e^{-\mu_{x,t}}. \]  \hspace{1cm} (4)

Comparison of in-sample fit
For the comparison of the models’ in-sample fit, we have made sure that the calibration methodologies for the two models are similar (see Appendix 1). The calibration period is from 1960 until 2014 and for ages zero to 100.

For the calibration of the CoDe 2.1 model, we follow de Beer and Janssen (2016) and de Beer et al. (2017). We use total weighted least squares: namely, we minimize

\[
\frac{1}{3(t_{\text{max}} - t_{\text{min}} + 1)} \sum_{t = t_{\text{min}}}^{t_{\text{max}}} \left[ \frac{\text{MSE}(\log d_{x,t})}{\text{Var}(\log d_{x,t})} + \frac{\text{MSE}(q_{x,t})}{\text{Var}(q_{x,t})} + \frac{\text{MSE}(d_{x,t})}{\text{Var}(d_{x,t})} \right],
\]  \hspace{1cm} (5)

where \( d_{(x,t)} \) denotes the age-at-death distribution at age \( x \) and calendar year \( t \).
Consequently, we maximize the average coefficient of determination, \( R^2 = 1 - \frac{\text{MSE}}{\text{Var}} \), of the log-death probabilities \( \log q_{x,t} \), the death probabilities \( q_{x,t} \), and the life table age-at-death \( d_{x,t} \).

We calibrated the LC model using singular value decomposition (SVD), as proposed by Lee and Carter (1992), which results in total least squares minimization. As it is commonly employed to compare the in-sample fit of the models, we use the root mean square error (RMSE).

**Time series framework for projections**

To project the four time-dependent parameters \((A_t, \alpha_t, M_t, \beta_{3,t})\) of the CoDe 2.1 model and to estimate the future level of the death probabilities, we used autoregressive integrated moving average (ARIMA) models (Box and Jenkins 1970). For each population and parameter, we employ a different ARIMA model. We use a variation of the Hyndman-Khandakar algorithm for automatic ARIMA selection, which can be found in the `forecast` package (Hyndman and Khandakar 2008) in R (R Core Team 2017). The selection of the best time series is based on the corrected Akaike’s Information Criterion (AICc) (Hurvich and Tsai 1989).

For the projections of the time-dependent parameter \( \kappa_t \) of the LC model, we assumed a random walk (RW) with drift, i.e.,

\[
\kappa_{t+1} = \kappa_t + \delta + \epsilon_t,
\]

where \( \delta \) is the drift and \( \epsilon_t \) is the error term that follows a normal distribution with zero mean and variance \( \sigma^2 \). The RW—which represents a special case of an ARIMA model, i.e., ARIMA \((0,1,0)\)—is the most common assumption for projecting \( \kappa_t \) that appears in the literature (Lee and Carter 1992; Renshaw and Haberman 2006). Using a more general ARIMA model, as in the case of the CoDe 2.1 model, is expected to minimally influence our results due to the linear decline of the time-dependent parameter \( \kappa_t \) in the LC model.

**In-sample projections (backtesting)**

Using these time series frameworks, we benchmark the forecast performance of the CoDe 2.1 model against the LC model using in-sample projections of life expectancy at birth and modal age. Life expectancy at birth, \( e_0 \), is a key measure of mortality trends that is used in life tables. But while future levels of life expectancy at birth are commonly derived from mortality projections, it is not an efficient measure of the reliability of age-specific projections because different kinds of mortality improvements can result in similar estimations of life expectancy at birth (Bohk-Ewald et al. 2017). For instance, an underestimation in the projections of adult mortality can be compensated for by an overestimation of premature mortality. We therefore use the modal age at death as a complementary measure to evaluate the forecast performance. Improvements in the modal age indicate mortality delay, which has been the main cause of life expectancy improvement in recent decades.

For our illustration, we fit both models for the 1960–2004 period (45 years in total) and project the time-dependent parameters from 2005 to 2014 (10 years in total). We visually compare the projections with the estimations of life expectancy at birth and modal age for the 2004–2014 period. In choosing our backtest strategy, we followed...
recent literature which also often forecasts up to 10 years (e.g., Li and O’Hare 2017). Using a longer period for the backtest or a different strategy is not expected to alter the backtest results of the modal age given the clear linear past trends of the modal age for women and for men after 1970 (Janssen and de Beer: The timing of the transition from mortality compression to mortality delay in Europe, Japan, and the United States, submitted).

**Out-of-sample projections**

For both models, we project up to 2044 the death rates, the age-at-death distribution, life expectancy at birth, and the modal age at death. We then compare the point estimates and forecast intervals. We did not choose a longer out-of-sample projection period, since the differences between the two models in the projections of the modal age and life expectancy are already evident with the current out-of-sample projection period.

As the LC model cannot produce estimations and projections of death rates beyond the age sample, it is not possible to estimate life expectancy based only on the death rate estimates of the LC model. To extend the age range up to 130, we used the Kannisto model (Thatcher et al. 1998), following previous literature (Ševčíková et al. 2016; Antonio et al. 2017; Bohk-Ewald et al. 2017).

**Results**

**Qualitative comparison**

Table 1 compares the underlying assumptions and properties of the CoDe 2.1 model and the LC model.

There are fundamental differences in the mathematical formulations of the two models. The CoDe 2.1 model is a non-linear model that describes the death probabilities. The LC model is a bilinear model (age and period dimensions) that describes the logarithmic transformation of death rates. Compared to the CoDe 2.1 model, the LC model allows for easier and faster calibration of the parameters due to its linear form.

To avoid model complexity, it is desirable to use models with a limited number of parameters. The LC model has two parameters for each age and one parameter for each year. However, two parameters are excluded due to the two constraints that are required for the identifiability of the parameters (Lee and Carter 1992). The CoDe 2.1 model has six parameters to describe the age pattern, plus four parameters for each year. In most cases, thus, the LC model will end up with more parameters than the CoDe 2.1 model. For instance, if we fit the two models using deaths rates from 1960 to 2014 (55 years) and for ages 0–100 (101 ages), the total number of parameters is 255 for the LC model, and 225 for the CoDe 2.1 model. While the LC model would have fewer parameters than the CoDe 2.1 model if we used data covering a period of more than 70 years and for ages 0–100, the difference would not be substantial. For any additional year in the sample, the CoDe 2.1 model requires four additional parameters, while the LC model requires one additional parameter. For any additional age in the sample, the LC model requires two parameters, whereas the CoDe 2.1 model requires no parameters.

These differences in the number of parameters also influenced how the age pattern is captured by the two models. The CoDe 2.1 model uses a combination of three age-dependent functions to describe the age pattern of the death probabilities, whereas
the LC model requires two age-specific parameters to capture the shape of the log-deaths rates. Because of its many age-dependent parameters, the LC model is more flexible than the CoDe 2.1 model in capturing the age pattern.

The estimation of life expectancy requires the estimation of death rates beyond the age sample. By design, the LC model cannot be used to estimate death rates outside of the age sample. A potential solution to this problem is to use a parametric mortality law model, such as the Kannisto law model (Kannisto 1996), and to combine it with the LC estimations of death rates (Ševčíková et al. 2016; Antonio et al. 2017; Bohk-Ewald et al. 2017). When using the CoDe 2.1 model, we do not encounter this problem because the estimates of the death probabilities at higher ages stem from Eqs. 1 and 2. Moreover, in the CoDe 2.1 model, the death probabilities level off at higher ages and asymptotically approach the value of parameter g. In the LC model, by contrast, we cannot estimate such a level a priori.

Another important lifespan measure is the modal age at death (e.g., Canudas-Romo 2008). The LC model can only produce integer values of the modal age at death, as a result of the fact that the LC model estimates an age-discrete age-at-death distribution. The CoDe model, however, can be used to estimate the modal age at death. Due to the non-linear and complex structure of the CoDe 2.1 model, we unfortunately cannot prove mathematically that the parameter $M_t$ is equal to modal age. Nevertheless, our empirical analysis shows that $M_t$ is a good estimator of the modal age, see Fig. 3.

Capturing the mortality trends is essential when making projections. In the LC model, there is a single time parameter, i.e., $\kappa_t$, that explains the improvements over time across all ages. Combined with the log-linear form assumption, the LC model assumes a continuation of the changes in the death rates observed in the reference period. Indeed, from Eqs. 3 and 6, we can conclude that the relative changes in the death rates are constant over time (Haberman and Renshaw 2012); i.e.,

$$\frac{\mu_{x,t+1}}{\mu_{x,t}} - 1 = \frac{\mu_{x,t}}{\mu_{x,t-1}} - 1.$$  \(7\)

For instance, if in the past there were greater relative improvements in infant mortality than in old-age mortality, the LC model will project a continuation of this pattern. Thus, Seligman et al. (2016) concluded that forecasts based on the LC model significantly underestimated the increase in male life expectancy after 1990 in the G7 countries. This limitation is well known, and solutions have been suggested, see for instance Li et al. (2013) that extended the Lee-Carter to take into account rotation of the age pattern (i.e., the changes in the age pattern of mortality decline). The CoDe 2.1 model has four parameters ($A_t$, $a_t$, $M_t$, $\beta_{3,t}$) to explain the improvements in the death probabilities over time and across three age groups, i.e., infant ($A_t$), adolescent ($a_t$), and adult ($M_t$, $\beta_{3,t}$) mortality. In contrast, an important assumption of the CoDe 2.1 model is that relative changes in the death rates are non-constant over time and different across ages.

Because capturing mortality delay and compression can provide insight into adult mortality trends, it is desirable for a mortality model to have this ability (de Beer and Janssen 2016; Basellini et al. 2016; Bergeron-Boucher et al. 2015). As the LC model cannot decompose the compression and delay effect, it cannot identify the influence of compression and delay in life expectancy improvements. The CoDe 2.1 model, on the
other hand, has one parameter for each of the two effects, i.e., \( M_t \) for delay and \( \beta_{3,t} \) for compression in adult and old ages.

The LC model assumes that for all ages, the death rates decrease exponentially over time. Due to the RW assumption (see Eq. 6) and the exponential decline, the future death rates will follow a log-normal distribution. As a result, when the variance of the RW is not very small, we consider the possibility of an increase of mortality rates, which results in non-symmetric projections intervals. The CoDe 2.1 model incorporates different functions for each age group (infant, adolescent, and adult ages) due to its non-linear form. For instance, for background mortality, we assume an exponential decline over time, whereas for adult ages we assume that death rates decline as a logistic function of the modal age. For parameter \( A_t \) (infant mortality) we use a logarithm transformation in our projections to ensure that \( A_t > 0 \). Nevertheless, the variance is very small, so we simulate no scenarios of increasing infant mortality.

When making long-run projections, some mortality forecasters incorporate exogenous variables such as gross domestic product (GDP), weather conditions, or expert opinion (Lutz and Scherbov 1998; Niu and Melenberg 2014; Villegas and Haberman 2014; Seklecka et al. 2017). Our projection model provides such flexibility. Consider a scenario in which experts believe there will be a swift and unprecedented decline in young adult mortality because the introduction of effective interventions is expected to result in a sharp decline in traffic accidents. Using the CoDe 2.1 model, we can take this information into account by projecting a more rapid decline in background mortality, i.e., parameter \( a_t \). But if when using the LC model, we assume a faster decline of parameter \( \kappa_t \), that assumption will affect the death rates across all ages. In the literature, methods for including exogenous variables in the LC model have been proposed (Niu and Melenberg 2014; Toczydlowska et al. 2017). These methods require additional parameters and use exogenous determinants as covariates in the model calibration. Consequently, the trend of the time-dependent parameter \( \kappa_t \) is altered depending on the exogenous variables. Another example is that the values of the death probabilities at very old ages can be determined on the basis of expert opinion by fixing parameter \( g \) (Gampe 2010).

To explain why projections failed (or did not fail) to capture mortality trends is important. The CoDe 2.1 model can be used as a diagnostic tool for addressing such questions. Using the CoDe 2.1 model, we can perform a backtest and compare the time-dependent parameters. For instance, if we underestimated the improvement in the death rates at adult ages, we can examine whether this was due to an underestimation of delay or of compression. By contrast, the LC model is inadequate as a diagnostic tool because the parameter \( \kappa_t \) provides information only for the average improvement over all ages.

Quantitative comparison

In-sample fit

The CoDe 2.1 model provides a good fit for the death probabilities and the age-at-death distribution for French, Japanese, and American women and men for the 1960–2014 period and ages 0–100 (Table 2). The LC model provides a better fit for the log-death probabilities. The root mean square error (RMSE) of \( \log g_{x,t} \) gives a relatively
large amount of weight to errors at young ages, RMSE of $q_{x,t}$ to errors at old ages, and RMSE of $d_{x,t}$ to errors around the modal age. Hence, we conclude that the LC model provides a better fit for young ages, with the exception of Japanese females, whereas the CoDe 2.1 model provides a better fit for ages around the modal age and for old ages.

In Fig. 2, we show the in-sample estimations of the death probabilities (top) (logarithmic transformation) and the age-at-death distribution (bottom) for the CoDe 2.1 model (left) and the LC model (right) for Japanese females for the years 1960 and 2014. From the death probabilities, we observe that for 1960, the LC model does not fit very well around the modal age, whereas the CoDe 2.1 model provides a good fit for both years. For other populations, see Figures 5–9 in Appendix 2.

In Fig. 3, we show the estimates of life expectancy at birth and the modal age at death for French, Japanese, and American women. We observe that the CoDe 2.1 model provides a better estimation of life expectancy and smoothed estimates of the modal age, whereas the LC model does not provide smooth estimations of the modal age. We obtained similar results for men, see Figure 10 in Appendix 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Gender</th>
<th>Country</th>
<th>$q_{x,t}$</th>
<th>$\log q_{x,t}$</th>
<th>$d_{x,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoDe 2.1</td>
<td>Female</td>
<td>France</td>
<td>0.00487</td>
<td>0.0935</td>
<td>0.000458</td>
</tr>
<tr>
<td></td>
<td></td>
<td>USA</td>
<td>0.00200</td>
<td>0.0690</td>
<td>0.000349</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Japan</td>
<td>0.00468</td>
<td>0.0721</td>
<td>0.000353</td>
</tr>
<tr>
<td>Male</td>
<td>France</td>
<td></td>
<td>0.00894</td>
<td>0.120</td>
<td>0.000584</td>
</tr>
<tr>
<td></td>
<td>USA</td>
<td></td>
<td>0.00329</td>
<td>0.0983</td>
<td>0.000491</td>
</tr>
<tr>
<td></td>
<td>Japan</td>
<td></td>
<td>0.00665</td>
<td>0.0957</td>
<td>0.000491</td>
</tr>
<tr>
<td>Lee-Carter</td>
<td>Female</td>
<td>France</td>
<td>0.00407</td>
<td>0.0879</td>
<td>0.000602</td>
</tr>
<tr>
<td></td>
<td></td>
<td>USA</td>
<td>0.00382</td>
<td>0.0589</td>
<td>0.000454</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Japan</td>
<td>0.00783</td>
<td>0.0878</td>
<td>0.001118</td>
</tr>
<tr>
<td>Male</td>
<td>France</td>
<td></td>
<td>0.00710</td>
<td>0.0882</td>
<td>0.000646</td>
</tr>
<tr>
<td></td>
<td>USA</td>
<td></td>
<td>0.00419</td>
<td>0.0621</td>
<td>0.000561</td>
</tr>
<tr>
<td></td>
<td>Japan</td>
<td></td>
<td>0.00799</td>
<td>0.0734</td>
<td>0.000537</td>
</tr>
</tbody>
</table>

Table 2. Root mean square error (RMSE) of the CoDe 2.1 model and the LC model. Reference period 1960–2014 and ages 0–100. We use green color for the model with better fit and red color for the model with poorer fit.
**In-sample projections**

Figure 4 shows the in-sample projections of life expectancy at birth and the modal age at death for the 2004–2014 period based on data for the 1960–2004 period for French, Japanese, and American women. The LC model fails to capture the observed linear increase in the modal age among French women, whereas it accurately projects the deceleration of the increase in the modal age among Japanese women. The ARIMA model used to project the delay parameter of the CoDe 2.1 model projects a linear continuation of the modal age. Thus, this model captures the linear increase in the modal age among French women, but fails to capture the slowdown in the increase in the modal age among Japanese women. We can therefore conclude that the CoDe 2.1 model performs better when estimating French life expectancy, whereas the LC model performs better when estimating Japanese life expectancy. We observe that the two models project similar (short-term) trajectories for life expectancy and the modal age among American women.

We present the in-sample projection for men in Figure 11 in Appendix 2. For French men, we observe that the LC model projects a slowdown and fails to capture the increase in life expectancy at birth for the 2004–2014 period, whereas the CoDe 2.1 model projects a continuation of the linear increase in life expectancy at birth. Moreover, both models project a linear continuation of the modal age for the shorter 2004–2014 period. For Japanese men, the LC model provides a more accurate estimation of the average lifespan trend than the CoDe 2.1 model for the years 2004–2010, but the models provide similar estimations for the 2010–2014 period. For American men, the
Fig. 3 Estimation and out-of-sample projections of life expectancy at birth and of the modal age of females using the CoDe 2.1 model and the LC model. The reference period is 1960–2014 (pink); the projection period is 2015–2044 (blue).

Fig. 4 Estimation and in-sample projections of life expectancy at birth and the modal age of females using the CoDe 2.1 model and the LC model. The reference period is 1960–2004 (pink); the projection period is 2005–2014 (blue).
CoDe 2.1 model captures the linear increase in the modal age and provides a better estimation of life expectancy at birth. The LC model fails to project the increases in the modal age and the average lifespan.

**Out-of-sample projections and extrapolations**

In Fig. 2, we also present the out-of-sample projections of the death probabilities and the age-at-death distribution for the year 2044 among Japanese women. For the results of analyses of other populations, see Figures 5-9 in Appendix 2. We conclude that the CoDe 2.1 model has smooth point estimates and projections of intervals of the death probabilities and the age-at-death distribution, whereas the LC model produces unsmoothed prediction intervals around the modal age. Looking at the LC model, we observe that the prediction intervals of the death probabilities are uniform for all ages because they stem from the same time-dependent parameter, $\kappa_t$. In contrast, the CoDe 2.1 model has smaller projection intervals that are bigger for younger ages because parameters $A_t$ and $a_t$ have higher levels of uncertainty than $M_t$ and $\beta_{3,t}$.

In Fig. 3, we show the projections of life expectancy at birth and the modal age for French, Japanese, and American women from 2015 to 2044. We observe that the CoDe 2.1 model projects a continuation of the increase in the modal age and in life expectancy at birth, whereas the LC model consistently projects a slowdown of the increase in the modal age and in life expectancy. Using the LC model, life expectancy is projected to move in the direction of the modal age, whereas using the CoDe 2.1 model, life expectancy is projected to move almost parallel to the modal age. Furthermore, the LC model produces unsmoothed projection intervals of the modal age that are outside of the 95% (smoothed) projection intervals of the CoDe 2.1 model (see Figure 12 in Appendix 2). We obtained similar results for men, see Figures 10 and 12 in Appendix 2.

**Conclusion and discussion**

**Summary of results**

In this paper, we proposed a method, the CoDe 2.1 model, for projecting mortality by capturing the delay and the compression of mortality. We compared our method with the well-known Lee-Carter (LC) model.

Our qualitative comparison showed that the CoDe 2.1 model has more attractive and useful properties for making mortality estimates and projections than the LC model. The CoDe 2.1 model has a non-linear and fixed form for describing the age pattern of mortality, it uses less parameters to describe the shape in the age pattern of mortality, but more parameters to describe the changes in the age pattern, it provides extrapolation of death probabilities to higher ages, it allows to estimate the modal age at death, it does not assume an exponential decline in rates across all ages, it decomposes the delay and compression effect, it can be combined with exogenous variables and expert opinion, and it can be used as a diagnostic tool.

Our quantitative comparison based on data for France, Japan, and the USA for the 1960–2014 period showed that the CoDe 2.1 model provides a better fit around the modal age and at older ages, whereas the LC model provides a better fit at younger ages. Our in-sample projections revealed that for the years 2005 to 2014, the CoDe 2.1 model captures life expectancy and the modal age as well as or better than the LC
model, except among Japanese women and men. Our out-of-sample projections showed that the LC model consistently projects a slowdown of mortality delay and thus of life expectancy at birth, whereas the CoDe 2.1 model projected a continuation of the increase in the modal age at death and thus a steady increase in life expectancy at birth (see Ediev 2011). Obviously, there may be a bound to the increase of the modal age at death in the long run. If we would project a linear increase of the modal age up to 2100, this would result in projecting a modal age beyond age 100. The question whether this would be a plausible projection is beyond the scope of this paper. In Dong et al. 2016 published a paper in Nature suggesting that the limit to human lifespan is 115 years. If this would be true, one may question whether a modal age above 100 is plausible, as this would imply much more compression in old age than observed so far. However, the claim by Dong et al. (2016) was questioned by five other papers in Nature (http://www.nature.com/articles/nature19793). Thus, there is not yet a general agreement about the limit to human lifespan. Hence, it is not obvious what would be the ceiling of the increase in the modal age. Consequently, a longer projection horizon, e.g., until 2100, is realistic only under logical assumptions regarding the possible limit of human lifespan and the future age pattern. The CoDe 2.1 model is flexible enough (see the “Qualitative comparison” section and Table 1) to take into account such assumptions during the projection process.

**Explanation of the results**

The CoDe 2.1 model provides a better fit around the modal age and for old-age mortality because it uses a logistic function (the third term in Eq. 1) with an age-dependent slope (see Eq. 2) to capture adult mortality. The LC model provides a better fit at younger ages because it has more age-dependent parameters to explain the non-linear pattern observed at young ages.

Using backtesting, we observed that the CoDe 2.1 model captures life expectancy and the modal age for the 2005–2014 period as well as or better than the LC model, except among Japanese women and men. For the LC model, we cannot relate the errors observed in the average lifespan projections to errors in the mortality forecasts of specific age groups for each population (see Table 1, Ability to use as diagnostic tool). It is interesting to examine the reason why the LC model performs better than the CoDe 2.1 model in the backtesting of Japanese women. The LC model projects the slowdown in the increase in the modal age after 2009 (see Fig. 4), even though during the 1960–2004 observation period, the modal age increased linearly. Thus, the LC model did not project a slowdown because that was a logical assumption given the development during the observation period but because the LC model consistently projects a slowdown. The suitability of the CoDe 2.1 model for use as a diagnostic tool can help to explain the observed results. By evaluating the in-sample projections of the parameters ($A_t$, $a_i$, $M_t$, $\beta_{3,t}$), we can relate the errors we observed in the projections of life expectancy for each population to the errors in the mortality forecasts of specific age groups. Especially in the years 2010–2014, we underestimated background mortality for French women and we underestimated compression for French men (see Figures 13 and 14 in Appendix 2). For Japanese women, the CoDe 2.1 model overestimated delay because the modal age had been increasing linearly until 2004, but the increase slowed down
after 2004 (see Figure 13 in Appendix 2). For Japanese men, we underestimated compression at old ages, as compression was steady over the 1970–2004 period (see Figure 14 in Appendix 2). Finally, for American women and men, the errors stem mainly from the overestimation of compression for the 2010–2014 period. Among American women and men, the compression parameter increased steadily from 1990 to 2005, stagnated from 2005 to 2010, and declined from 2010 onward (see Figures 13 and 14 in Appendix 2). The ARIMA model therefore projected a continuation of compression as observed in the reference period, which resulted in the overestimation of compression for American women and men in the projection period.

From the out-of-sample projection (long-run) (see Fig. 4 and Figure 11 in Appendix 2), we observed that the LC model consistently projects the deceleration of the increase in the modal age and in life expectancy at birth. The inability of the LC model to project a linear increase in the modal age is caused by the erroneous assumption that the relative changes in the death rates are constant over time (see Table 1, modeling of the mortality trend). In the LC model, the relative changes in the death rates are captured by a single age-dependent parameter (i.e., $\beta_x$) that is a (weighted) average of the relative changes observed in the calibration period. Hence, the estimation of the relative changes in the death rates is highly dependent on the calibration. Furthermore, the LC model assumes a continuation of the estimated relative changes in the age pattern rather than a continuation of the most recent changes in the age pattern. As a result, when mortality continues to be delayed, as in the case of French women, the LC model tends to underestimate the increase in the modal age at death, i.e., the model projects a deceleration of the increase.

The CoDe 2.1 model projected the steady continuation of trends in mortality delay and life expectancy at birth. By design, the CoDe 2.1 model has a parameter for approximating modal age. Thus, the modal age was not estimated in a separate step in the CoDe 2.1 model as it was in the LC model. It is important to note that the time series framework we used to project the modal age (i.e., $M_t$) influences the future levels of the modal age. We used AICc to select ARIMA models to project the modal age. Results show a steady increase of modal age and life expectancy for all the populations.

**Appraisal of the CoDe model and recommendations**

A prominent functional attribute of the CoDe 2.1 model is that it analyzes mortality trends in three age groups (infancy, young adulthood, and adult ages), which are modeled by three sets of time-dependent parameters. The LC model, by contrast, considers only one period effect. For making projections, the CoDe 2.1 model has four advantages relative to the LC model. First, because it has more time-dependent parameters, the CoDe 2.1 model accounts for the diversity of the mortality decline with age more effectively than the LC model. Thus, the CoDe 2.1 model is more flexible in capturing changes in the age pattern. The second advantage is that the CoDe 2.1 model by construction does not project monotonic age-profiles of death rates, which is a disadvantage of the Lee-Carter model (Li et al. 2013). The third advantage is that one of the parameters of the CoDe 2.1 model, i.e., $\beta_{2,t}$ measures and quantifies mortality compression. The LC model cannot provide any information about the compression of deaths, even though this information is valuable in assessing mortality (Bohk-Ewald
et al. 2017). The fourth advantage is that because it studies the past trends in the
time-dependent parameters, the CoDe 2.1 model can provide insights into forecasting fail-
ures. By contrast, the single period parameter of the LC model is an estimation of average
improvement across all ages that provides no explicit information on a specific age group.

In addition, the CoDe 2.1 model is flexible. Indeed, the estimation of the linear continu-
ation of delay in the case of Japanese women, and of compression in the case of American
women, can always be improved by adapting the time series framework used to project
the parameters of the CoDe 2.1 model. As the AICc is an in-sample measure, it selects
the best ARIMA models based on the calibration period of the time series. Looking at Fig-
ure 13 in Appendix 2, we observe that many of the parameters have non-linear patterns.
Choosing different calibration periods for the time series may result in non-linear pat-
terns, and thus in different trajectories for the modal age and for compression. Furthem-
ore, we observe that the modal age for Japanese females and males has a concave shape.
Thus, we can use Box-Cox transformation to project the concave shape of the modal age.

In this paper, we propose a methodology to project mortality rates by projecting mortality
delay and compression and as far as we know CoDe 2.1 is the first model able to project
these two effects. In presenting our methodology, we add a comparison with the benchmark
Lee-Carter method. Although various extensions and variations of the LC model deal with
certain—and different—shortcomings of the LC model (e.g., Booth et al. 2006; Li et al. 2013),
they do not disentangle delay and compression effects, nor separately project them. Note that
we do not claim that our model produces more accurate projections than all other existing
mortality projection models. Rather we aim to show that accounting for delay and compres-
sion is necessary for more robust and accurate projections of the age pattern of mortality.

We consider parameter $M_t$ of the CoDe 2.1 model a good estimator of the modal
age. Although due to mathematical complexities we cannot provide a mathematical jus-
tification why this is the case, we consider our empirical illustration as sufficient evi-
dence. The empirical analysis furthermore showed that the trend over time in the
modal age at death is very well captured by a change in parameter $M_t$ (see Figure 15 in
Appendix 2). An accurate estimation of this trend over time was a very important com-
ponent of the current research. For other analyses with the modal age at death by
means of the parameter $M_t$, further improvement of the model is required, such that
parameter $M_t$ will always coincide with the modal age.

Currently, we applied the CoDe 2.1 mortality projection to three low-mortality coun-
tries: France, Japan, and the USA. Indeed, our model is particularly useful to project
mortality for countries which have experienced a shift in the age-at-death distribution:
most non-Eastern European countries plus other low-mortality countries like Japan
and the USA (Janssen and de Beer: The timing of the transition from mortality
compression to mortality delay in Europe, Japan, and the United States, submitted).
Eastern European countries experienced a stagnation in the increase in life expectancy
from 1975 onwards due to the public health crisis in these countries (McKee and
Shkolnikov 2001; Vallin and Meslé 2004; Leon 2011). As a result, no shift in the
age-at-death distribution occurred in these countries up to 2000 (Janssen and de
Beer: The timing of the transition from mortality compression to mortality delay in
Europe, Japan, and the United States, submitted). Similar to other mortality models
and projection methods, the CoDe 2.1 model is therefore not suitable to adequately
forecast mortality in Eastern European countries.
In this paper, we projected mortality for each country and for men and women separately. The CoDe 2.1 model can, however, be adapted to produce coherent forecasts simultaneously for both women and men for several countries by coherently projecting the time-dependent parameters. We can further improve projections by, for example, investigating alternative projection scenarios for the modal age and compression, taking into account the effects of the smoking epidemic (Janssen et al. 2013), or by including socioeconomic differences (Villegas and Haberman 2014; Cairns et al. 2016).

**Overall conclusion and implications**

Projecting mortality by taking mortality delay and compression into account can result in more accurate forecasts than using the LC model, especially when the modal age increases linearly. Projecting mortality by including mortality delay and compression is therefore essential to making sound mortality projections.

Because the LC model is currently the standard tool used in making mortality projections, the tendency of the model to underestimate mortality delay—and thus life expectancy at birth—is worrisome. The underestimation of mortality delay and life expectancy has important implications for society and policymakers, as it can lead to inaccurate assessments of the solvency of government and private pension funds, and of longevity risk hedgers. The results of our CoDe 2.1 model, which projects mortality by taking mortality delay and compression into account, indicate that future life expectancy values may be higher than has previously been predicted. Thus, we estimate that the capital requirements of pension providers will be higher than the LC model has estimated.

The CoDe 2.1 model we propose for projecting mortality by estimating mortality delay and compression can be considered an important new tool for projecting mortality. The method is flexible and can be further extended to take into account non-linear past trends, the mortality experiences of other populations, and lifestyle factors.

**Appendix 1**

**The algorithm to calibrate the CoDe 2.1 model**

*Step 1*: Define necessary bounds for the parameters. For our analysis, we used the same bounds for all the countries, genders, and years, see Table 3.

*Step 2*: For each year, we calibrate the CoDe 2.1 assuming that all the parameters are time dependent and \( h_1 \) is equal to zero, by minimizing for each year \( t \):

\[
\text{MSE}(\log_d x_t) + \frac{\text{MSE}(q_{x,t})}{\text{Var}(q_{x,t})} + \frac{\text{MSE}(d_{x,t})}{\text{Var}(d_{x,t})}.
\]

For this optimization, we use the `DEoptim` package in R that performs global optimization by differential evolution and does not require initial values only the bounds from Step 1.

*Step 3*: In this step, we ensure that parameter \( M_t \) is indeed a good estimator of the modal age. To do so, we compare the parameter \( M_t \) with the smoothed modal age. We estimate the smooth modal age based on the methodology of Ouellette and Bourbeau (2011). If we observe a level difference between parameter \( M_t \) and the smoothed modal age \( M_t^* \), we estimate...
\( h_1 = \sum_i (M_i - M_i^*) \).

**Step 4:** This is the last step of the calibration, where we minimize Eq. 5. Due to the large number of parameters, we use package `rgenoud` in R that performs genetic optimization using derivatives. For the time-dependent parameters, we use as starting values the estimations from Step 1 and for the constant across time parameters the average across years from Step 1. The bounds are the same as in Steps 1 and 2. We set \( h_1 \) equal to the value we estimate in Step 2.

An R script for the calibration of the CoDe 2.1 model is available to the GENUS readers upon request. Please address your request to the corresponding author.

**The algorithm to calibrate the Lee-Carter model**

For the calibration of the Lee-Carter model, we use the algorithm which is described by Pitacco et al. (2009) in their Section 4.2. We do not adjust the parameters to the deaths count or to the life expectancy as was originally suggested by Lee and Carter, for optimal comparison with the CoDe 2.0 model.

**Appendix 2**

<table>
<thead>
<tr>
<th>( A_t )</th>
<th>( B )</th>
<th>( a_t )</th>
<th>( s )</th>
<th>( M_t )</th>
<th>( \beta_{ij} )</th>
<th>( g )</th>
<th>( h_j )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower</td>
<td>( e^{-10} )</td>
<td>( e^{-10} )</td>
<td>( \log(e^{-10}) )</td>
<td>12</td>
<td>70</td>
<td>0.4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Upper</td>
<td>0.05</td>
<td>5</td>
<td>( \log(0.01) )</td>
<td>18</td>
<td>100</td>
<td>0.5</td>
<td>1</td>
<td>100</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Fig. 5** Estimations and projections of the death probabilities and the age-at-death distribution for French females for the years 1960, 2014, and 2044 and for ages 0–130. CoDe 2.1 (left) and LC (right). The dotted lines are observations and the dashed lines are 95% projection intervals. The reference period is 1960–2014 for ages 0–100.
Fig. 6 Estimations and projections of the death probabilities and the age-at-death distribution for American females for the years 1960, 2014, and 2044 and for ages 0–130. CoDe 2.1 (left) and LC (right). The dotted lines are observations and the dashed lines are 95% projection intervals. The reference period is 1960–2014 for ages 0–100.

Fig. 7 Estimations and projections of the death probabilities and the age-at-death distribution for France males for the years 1960, 2014, and 2044 and for ages 0–130. CoDe 2.1 (left) and LC (right). The dotted lines are observations and the dashed lines are 95% projection intervals. The reference period is 1960–2014 for ages 0–100.
Fig. 8 Estimations and projections of the death probabilities and the age-at-death distribution for Japanese males for the years 1960, 2014, and 2044 and for ages 0–130. CoDe 2.1 (left) and LC (right). The dotted lines are observations and the dashed lines are 95% projection intervals. The reference period is 1960–2014 for ages 0–100.

Fig. 9 Estimations and projections of the death probabilities and the age-at-death distribution for American males for the years 1960, 2014, and 2044 and for ages 0–130. CoDe 2.1 (left) and LC (right). The dotted lines are observations and the dashed lines are 95% projection intervals. The reference period is 1960–2014 for ages 0–100.
**Fig. 10** Estimation and out-of-sample projections of life expectancy at birth and of the modal age of males using the CoDe 2.1 model and the LC model. The reference period is 1960–2014 (pink); the projection period is 2015–2044 (blue).

**Fig. 11** Estimation and in-sample projections of life expectancy at birth and the modal age of males using the CoDe 2.1 model and the LC model. The reference period is 1960–2004 (pink); the projection period is 2005–2014 (blue).
Fig. 12 Estimation and out-of-sample projections of the modal age using the CoDe 2.1 model and the LC model. The reference period is 1960–2014 (pink); the projection period is 2015–2044 (blue)
Fig. 13 Estimation and in-sample projections of CoDe 2.1 model parameters of females. The reference period is 1960–2004 (white); the projection period is 2005–2014 (blue)
Fig. 14 Estimation and in-sample projections of CoDe 2.1 model parameters of males. The reference period is 1960–2004 (white); the projection period is 2005–2014 (blue).

Fig. 15 Comparison of the parameter $M_t$ with the modal age based on the estimated age-at-death distribution using CoDe 2.1 model for the years 2015–2044.
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