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ABSTRACT

The initial mass function (IMF) is a key ingredient in many studies of galaxy formation and evolution. Although the IMF is often assumed to be universal, there is continuing evidence that it is not universal. Spectroscopic studies that derive the IMF of the unresolved stellar populations of a galaxy often assume that this spectrum can be described by a single stellar population (SSP). To alleviate these limitations, in this paper we have developed a unique hierarchical Bayesian framework for modelling composite stellar populations (CSPs). Within this framework, we use a parametrized IMF prior to regulate a direct inference of the IMF. We use this new framework to determine the number of SSPs that is required to fit a set of realistic CSP mock spectra. The CSP mock spectra that we use are based on semi-analytic models and have an IMF that varies as a function of stellar velocity dispersion of the galaxy. Our results suggest that using a single SSP biases the determination of the IMF slope to a higher value than the true slope, although the trend with stellar velocity dispersion is overall recovered. If we include more SSPs in the fit, the Bayesian evidence increases significantly and the inferred IMF slopes of our mock spectra converge, within the errors, to their true values. Most of the bias is already removed by using two SSPs instead of one. We show that we can reconstruct the variable IMF of our mock spectra for signal-to-noise ratios exceeding \( \sim 75 \).
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1 INTRODUCTION

The distribution of stellar masses in a stellar population or a galaxy is described by the current mass function (CMF). The CMF is related to the initial mass function (IMF) which describes the distribution of stellar masses at the time that the stars were born. The concept of an IMF was first introduced by Salpeter (1955) who called it the ‘original mass function’. Based on star counts of resolved stellar populations, the Milky Way (MW) IMF can be described by a broken power law (Kroupa et al. 1993; Kroupa 2001) or a lognormal distribution extended with a power law for higher masses (Chabrier 2003). Most studies of the MW’s IMF in different environments suggest a universal IMF (Bastian, Covey & Meyer 2010).

More distant galaxies are unresolved and therefore the IMF cannot be determined directly from star counts. Whereas the Galactic IMF is determined for a spiral galaxy, unresolved stellar population studies often focus on early-type (elliptical and lenticular) galaxies, which may not form stars following the MW’s IMF. For those galaxies, the IMF may be inferred by modelling their spectra with a stellar population synthesis (SPS) model (e.g. Spinrad & Taylor 1971; Cenarro et al. 2003; Conroy & van Dokkum 2012a). Recent spectroscopic studies of early-type galaxies (ETGs) suggest that the IMF is not universal and that the relative number of low-mass \( (M \lesssim 0.5 \, M_\odot) \) to high-mass stars is higher in galaxies with a higher mass/velocity dispersion (Conroy & van Dokkum 2012b; Spiniello et al. 2012; Ferreras et al. 2013; La Barbera et al. 2013) or metallicity (Martín-Navarro et al. 2015b). Within these ETGs, there appears to be a radial trend such that the IMF is more bottom heavy towards the centre (Martín-Navarro et al. 2015a; van Dokkum et al. 2016). Combined studies of population synthesis with dynamics and/or gravitational lensing support that these ETGs have more stellar mass than predicted on the basis of an MW IMF (Treu et al. 2010; Graves & Faber 2010; Cappellari et al. 2012; Conroy & van Dokkum 2012b; Lyubenova et al. 2016). In contrast to these findings, Smith, Lucey & Conroy (2015) and Newman et al. (2016) have found a number of lensed ETGs that favour a Kroupa IMF instead of a bottom-heavy IMF.
Inferring the IMF of a galaxy from its spectrum through an SPS model is not straightforward, however. Since Tinsley (1968), many SPS models (e.g. Bruzual & Charlot 2003; Le Borgne et al. 2004; Maraston 2005; Conroy & van Dokkum 2012a; Vazdekis et al. 2015) have been developed to infer the properties of a galaxy that are not directly observable. Every SPS model has its own set of ingredients (basically stellar evolution in the form of isochrones, a spectral library, and an IMF supplemented with an arbitrary number of model-specific ingredients/parameters and model assumptions) and each of these ingredients is characterized by uncertainties. The ingredients that are or are not included as well as their uncertainties might affect the inferred IMF.

One very noticeable example of such an 'ingredient' is that most SPS models assume a parametrized IMF and therefore do not try to determine the IMF shape but simply determine one or two IMF slopes. This in turn controls the ratio between dwarf and giant stars. Clauwens, Schaye & Franx (2016) show that different parametrizations of the IMF can result in similar dwarf-to-giant ratios. More direct approaches to determine the IMF shape have been developed by Dries, Trager & Koopmans (2016) and Conroy, van Dokkum & Villaume (2017). These methods try to determine the contribution of individual mass bins to the integrated spectrum and use this to infer the IMF.

Dwarfs with $M < 0.5 \, M_\odot$ contribute significantly to the stellar mass of a galaxy. The fraction of the stellar mass in stars with $M < 0.5 \, M_\odot$ is $\sim27$ per cent for a Kroupa IMF between 0.1 and 100 $M_\odot$.\footnote{In Dries et al. (2016), the fraction of mass in stars with $M < 0.4 \, M_\odot$ is erroneously reported to be 12 per cent for a Kroupa IMF between 0.1 and 100 $M_\odot$. The correct number should be 21 per cent.} For a Salpeter IMF, this fraction increases to $\sim47$ per cent and for IMFs more bottom heavy than Salpeter this fraction is even higher. However, the relative contribution of these dwarfs to an optical spectrum is expected to be not more than a few per cent for an MW IMF (Dries et al. 2016, DTK16 hereafter). Moreover, the spectra of these dwarfs and the spectra of K and M giants look very similar and this makes it difficult to determine dwarf-to-giant ratios. There are, however, some (gravity-sensitive) spectral features that are known to be sensitive to either dwarfs or giants (Wing & Ford 1969; Faber & French 1980; Gorgas et al. 1993; Worthey et al. 1994; Schiavon et al. 1997a; Schiavon, Barbuy & Singh 1997b; Cenarro et al. 2003; Schiavon 2007; Spiniello et al. 2012). A particular example of such a feature is the CaH index defined in Spiniello et al. (2014). This feature is relatively strong in M dwarfs, but almost absent in M giants (Spiniello et al. 2014).

Many SPS models fit the spectra of ETGs by assuming one or two single stellar populations (SSPs). In this work, we test to what extent this assumption is justified by applying an improved version of the model by DTK16 to a set of realistic composite stellar population (CSP) mock spectra. We use the Bayesian evidence to test how many SSPs are typically necessary to describe a given CSP. Assuming an IMF that varies with velocity dispersion according to Spiniello et al. (2014), we investigate if we can recover this velocity dispersion–IMF relation from our mock spectra. The outline is as follows. In Section 2, we describe how we extend the DTK16 SSP model to a fully Bayesian CSP model, which uses the evidence for model comparison. In Section 3, we describe the construction of our stellar templates. We specify the CSP mock spectra in Section 4. In Section 5, we report our results and conclusions.

2 MODEL DESCRIPTION

In this work, we use the hierarchical Bayesian framework developed by DTK16 for reconstructing the IMF of SSPs. Here, we extend that work with a number of new features that allow us to model the IMF of CSPs.

2.1 Hierarchical Bayesian framework

The basic assumption of the hierarchical Bayesian framework developed by DTK16 is that the spectrum of a galaxy can be written as the sum of the spectra of all the stars that it contains. This is expressed by the following matrix equation:

$$g = S \, w,$$

(1)

in which $g$ is a column vector containing the intensity as a function of wavelength for a population of stars (e.g. a galaxy), $S$ is a matrix where each of the columns is formed by the spectrum of a stellar template in the same format as $g$, and $w$ is a column vector with the number of stars that we have for each of the template stars. We do not account for dust obscuration nor emission lines.

The stars that are present in an SSP are defined by an isochrone as a function of its age and metallicity. When we combine a stellar library with an interpolator that allows us to interpolate between the spectra of the stars in the library (as a function of effective temperature, surface gravity, and metallicity), we can create a spectrum for each of the isochrone stars. For an SSP, these are the spectra that form the columns of matrix $S$. We normalize the spectra in matrix $S$ to match the Johnson V-magnitude defined by the isochrone. Because an isochrone is a function of age $t$ and metallicity $[M/H]$, the matrix is of the form $S(t, [M/H])$. The abundance pattern is currently not a free parameter in our model (see Conroy & van Dokkum 2012a, for a model where the abundance of various elements is allowed to vary).

The vector $w$ (referred to as weights) are the unknowns in equation (1). The IMF,

$$\xi(M) = \frac{dN}{dM},$$

(2)

and the weights are related through

$$\xi(m_j) = \frac{w_j}{m_{\text{high}} - m_{\text{low}}},$$

(3)

and vice versa through

$$w_j = \int \xi(M) \, dM.$$

(4)

In these equations, $w_j$ is the number of stars for template $j$, $m_j$ is the mass of that template star, and $m_{\text{low}}$ and $m_{\text{high}}$ are the mass boundaries of this template.

Since equation (1) is in general an ill-posed problem, solving it directly through a linear inversion may lead to very unrealistic and unphysical solutions. DTK16 therefore use a prior on the IMF to regulate the inversion of equation (1). Using equation (4), this IMF prior can be translated into a prior on the weights $w_0$. Assuming Gaussian distribution functions of both the errors on the data and the variation of the weights around the mean of the prior, we can solve equation (1) by minimizing

$$M(w | g, S, w_0, C_{pr}^{-1}) = \frac{1}{2} (S \, w - g)^T C_{pr}^{-1} (S \, w - g) + \lambda \cdot \frac{1}{2} (w - w_0)^T C_{pr}^{-1} (w - w_0),$$

(5)
where $C_0^{-1}$ is the inverse noise covariance matrix and $\lambda$ is the regularization parameter that balances the solution of $w$ between that of the most likely solution and that of the prior solution. $C_{\text{pr}}^{-1}$ is the inverse covariance matrix describing the shape of the Gaussian distributed deviations of the weights from the prior on the weights $w_0$, and is related to the regularization scheme that is used. In this equation, the first term is related to the likelihood and the second (regularization) term puts a penalty on $w$ for deviating from the prior on the weights $w_0$. The balance between these two terms is set by the regularization parameter $\lambda$ which is chosen such that it optimizes the posterior probability.

As shown by DTK16, the IMF prior $w_0$ can be chosen as part of an IMF prior model family that is defined by a set of non-linear parameters. For example, we may assume that the IMF prior is a power-law IFM which is defined by two non-linear parameters: its slope and normalization. These non-linear IMF prior parameters can be sampled via Markov Chain Monte Carlo (MCMC) sampling techniques, and different choices of IMF prior parameters may be compared on the basis of the Bayesian evidence (MacKay 1992).

At the highest level of inference (second level of inference), we can marginalize over the weights and the non-linear parameters age, metallicity, and IMF prior parameters to calculate the evidence for one particular model choice. This allows us to objectively compare different model ingredients, such as the choice of isochrones or the IMF prior model family, with each other on the basis of the evidence.

For more details with respect to the hierarchical Bayesian framework for SPS, we refer the reader to DTK16.

### 2.2 New model features

In this section, we describe the new features that we add to the model of DTK16. Among these features are a different method for enforcing positive weights, a multiplicative polynomial, an adaptive covariance matrix, the inclusion of multiple SSPs in our data model and including the velocity dispersion as a free parameter of our model. We also discuss a new sampling strategy where we first use a parametrized version of our code to find the most probable ages and metallicities of the SSPs included in the fit. Then, we use the full version of the code to reconstruct the parameters related to the IMF.

#### 2.2.1 Enforcing positive weights

A negative number of stars is unphysical, and therefore we force the model to consider solutions with positive weights only. DTK16 enforce positive weights by using a non-negative least squares (NNLS) method. We have found that using NNLS can sometimes result in unrealistic solutions. We therefore choose to use a different approach for enforcing positive weights.

If the regularization parameter in our model is increased, we force the solution to become more and more equal to the prior on the weights (which is always positive). Therefore, above some threshold value of the regularization parameter the weights will always be positive. Here, we use this property of the regularization parameter and enforce positive weights by using an additional prior on the regularization parameter $\lambda$. This prior has a probability of one if all weights are positive and zero probability if any of the weights is below zero. With the additional prior on the regularization parameter, we ensure a positive solution that is relatively close to the prior IMF while the model still has the freedom to deviate from the IMF prior if required by the data.

#### 2.2.2 Multiplicative polynomial

Extinction, flux-calibration issues, and systematic uncertainties in the model can potentially introduce differences between the continuum of the input spectrum and the continuum of the model spectrum. A possible solution to absorb these differences is to include a multiplicative polynomial in the fit. The relevance of including a multiplicative polynomial in the fit is discussed in e.g. Koleva et al. (2008).

Within the context of the hierarchical Bayesian framework discussed in Section 2.1, the inclusion of a multiplicative polynomial is complicated by the fact that the linear weights and the coefficients of the polynomial are degenerate. The weights and polynomial coefficients can therefore not be solved independently. To resolve this problem, we use an iterative procedure.

First, we determine the most probable weights without a multiplicative polynomial. These most probable weights are used to create a reconstructed spectrum and the fractional residual between the reconstructed spectrum and the input spectrum is determined. Then, we fit a multiplicative polynomial to the fractional residual. We apply this polynomial to the spectra in matrix $S$ and determine the most probable weights again, now including the effect of a multiplicative polynomial.

To fit the residuals between the reconstructed and the input spectra, we use a tenth-order (Legendre) polynomial $P_{10}(\lambda)$. According to Koleva et al. (2009), the optimal order of the polynomial depends on wavelength range and resolution but in most cases $n = 10$ should be sufficient to get an unbiased determination of the parameters of a non-linear component, such as for example a stellar atmosphere or an SSP. In addition, Koleva et al. (2009) did not find a degeneracy between their multiplicative polynomials and the parameters of their non-linear components. We have also tested this for a number of SSPs that we distorted by a random polynomial. The results of this test suggest that the inference of age, metallicity, and IMF slope of these SSPs is not affected by this distortion.

#### 2.2.3 Age–metallicity reconstruction

To determine the most probable age and metallicity of an SSP, DTK16 consider a grid of ages and metallicities. For each of the points in this grid, the Bayesian evidence is determined by marginalizing over the IMF prior parameters. Under the assumption of a clear peak in the evidence of this age–metallicity grid and only minor degeneracy between the age, metallicity, and IMF over the bulk of the evidence in age–metallicity space, the posterior of the weights, and IMF prior parameters for the most probable age–metallicity grid point is used as a good approximation for the posterior of the weights and IMF prior parameters marginalized over all ages and metallicities.

Here, we use a more general approach where we sample the age and metallicity of an SSP together with the IMF prior parameters. In principle, for every age–metallicity combination we have to create a set of stellar templates. However, since this process is computationally expensive, we use a discrete grid of ages and metallicities for which we a priori create a corresponding set of stellar templates. Within the model, any given combination of age and metallicity is then mapped to the closest discrete age–metallicity...
grid point and the corresponding set of stellar templates is used for the reconstruction. So although age and metallicity are still internally handled as discrete parameters within the model, this allows us to sample them as continuous parameters. The spacings of the age–metallicity grid points determine our resolution along these dimensions.

2.2.4 Adaptive covariance matrix

The standard noise covariance matrix in our model only takes into account the observational error on the input spectrum. In reality, there are additional uncertainties such as systematics in the model and uncertainties related to the input spectrum being a CSP instead of an SSP. Therefore, we will in general underestimate the error budget of the model parameters. To model these additional uncertainties, we introduce an additional variance with value \( b \). This parameter represents additional uniform variance that we do not take into account. If the original (diagonal) covariance matrix is given by \( C_{\text{old}} \), the new covariance matrix becomes

\[
C_{\text{new}} = C_{\text{old}} + b I.
\]

Note that this is still a diagonal covariance matrix. When we apply our model to real data, a more general covariance matrix, such as for example discussed by Czekala et al. (2015), might be required. However, since we need to calculate the inverse of the covariance matrix, which can be rather time consuming, we do not currently implement such a general covariance matrix.

2.2.5 Multiple SSPs

Real galaxies are CSPs. If we model a galaxy as if it is an SSP, this is an approximation that can introduce additional uncertainties. Depending on the star formation history (SFH) of the galaxy that we consider, this may or may not be a good approximation. The ETGs that we are interested in are in general expected to be characterized by an SFH consisting of an initial peak (old stellar population) followed by a small amount of more recent star formation (as observed in present-day ETGs by, e.g. Kaviraj et al. 2008; Monachesi et al. 2012; McDermid et al. 2015). Although the initial peak is probably modelled reasonably well by an SSP, the SFH is in reality extended. This may introduce a bias on the inferred age and metallicity of the SSP and potentially affect our inference of the IMF. To absorb some of these effects, we extend our model in such a way that it allows us to model a CSP as a combination of a given number of SSPs with varying age and metallicity. This approach allows us in principle to recover the age–metallicity distribution function that has the highest overall Bayesian evidence. It also allows for objective comparison between SSP models and CSP models with a varying number of SSP components (see also Section 5.1 where we test this for a number of mock CSP spectra).

Compared to our original approach, where the columns of matrix \( S \) correspond to the spectra of an SSP, the columns of matrix \( S \) now correspond to the spectra of multiple SSPs. For example, for \( N \) SSPs matrix \( S \) becomes

\[
S = \begin{pmatrix}
SSP_1 & \cdots & SSP_1 & \cdots & SSP_N
\end{pmatrix}.
\]

Similarly, the weights in equation (1) become

\[
w = \begin{pmatrix}
w_{\text{SSP}_1} \\
\vdots \\
w_{\text{SSP}_N}
\end{pmatrix},
\]

and the prior on the weights becomes

\[
w_0 = \begin{pmatrix}
w_{0,\text{SSP}_1} \\
\vdots \\
w_{0,\text{SSP}_N}
\end{pmatrix}.
\]

In principle, for every SSP that we take into account we can have a different IMF prior \( w_{0,\text{SSP}_i} \). Here, we assume that the shape of the IMF prior is the same for all SSPs that we include in our model. However, the normalization of the IMF prior is a free parameter for every SSP because every SSP will contribute differently to the integrated light of the CSP. Note that although the shape of the IMF prior is assumed to be the same for all SSPs, the actual inferred IMF shape can change for different SSPs, since the most probable weights are enabled to deviate from the prior for each SSP.

Altogether, every SSP introduces three additional non-linear parameters that have to be sampled by the MCMC sampler: its age, its metallicity, and the normalization of the IMF prior, besides the IMF shape parameters which are assumed to be the same for all populations (hence no additional free parameters are introduced as compared to an SSP). The computational time-scales are related to the increase in the number of parameters that have to be sampled and the increase of matrix \( S \) as we add more SSPs, which limits this approach to a few SSPs.

2.2.6 Velocity dispersion

In DTK16, we smooth our (mock) spectra to a given velocity dispersion. The stellar templates are then smoothed to the same velocity dispersion. Here, we include the velocity dispersion \( \sigma \) as an additional free parameter. We assume a Gaussian smoothing kernel in \( \log \lambda \).

2.2.7 Parametrized version of model

In the original version of the model, we use the prior on the weights \( w_0 \) to regularize the linear inversion of the most probable weights \( w_{\text{MP}} \). However, for a given set of stellar templates \( S \) we can also use \( w_0 \) to directly compute a corresponding prior spectrum \( g_0 \) through

\[
g_0 = S w_0.
\]

This prior spectrum can be compared to the data \( g \) on the basis of the likelihood

\[
L(g_0|g, S) = \frac{\exp[-E_0(g_0|g, S)]}{Z_0},
\]

in which \( Z_0 \) is the normalization of the likelihood and

\[
E_0(g_0|g, S) = \frac{1}{2} (g_0 - g)^\top C_0^{-1} (g_0 - g).
\]
likelihood in equation (11). We will refer to this version of the code as the parametrized version. The advantage of the parametrized version of the code is that it is much faster than the original version. In the original version of the code, every iteration requires an iteration to find the most probable regularization parameter, and, for every step in this iteration, we have to perform a linear inversion to determine the most probable weights and the evidence. This process is time consuming. In the parametrized version of the code, we only evaluate equations (10) and (11), which is much faster but comes at the cost of less flexibility.

Similar to the full version of the code, we include a multiplicative tenth-order (Legendre) polynomial in the fit. In Section 2.2.8, we explain when we use the parametrized version of the code and when we use the full version of the code in our sampling strategy.

2.2.8 Sampling strategy

In the CSP version of the code, we change our sampling strategy. First, we use the parametrized version of our code discussed in Section 2.2.7 to determine the most probable ages and metallicities of the SSPs that we include in our fit. As discussed in Section 2.2.3, the ages and metallicities of the SSPs are sampled together with the IMF prior parameters. Then, we fix the ages and metallicities of the SSPs to the most probable values from the first step and we sample the IMF prior parameters with the full version of our model (including linear inversion). This initial sampling procedure is much faster than when we sample the complete space of ages, metallicities, and IMF prior parameters with the full version of our model but assumes that there is little covariance between the age–metallicity parameters and small deviations from the empirical MILES library. We also use the parametrized version of our code to determine the velocity dispersion of a spectrum.

As in DTK16, we have implemented our code as a pipeline of COSMOSSIS (Zuntz et al. 2015). We use MULTINEST (Feroz & Hobson 2008; Feroz, Hobson & Bridges 2009; Feroz et al. 2013) to calculate evidences and obtain a posterior sample of the sampled parameters. If necessary, the posterior sampling is refined with EMCEE (Foreman-Mackey et al. 2013).

3 STELLAR TEMPERATURES

In this section, we describe how we construct the stellar templates that form the columns of the stellar-template matrix $S$. We also describe a binning procedure where we combine multiple stellar templates into one new template. This binning procedure allows us to reduce the sizes of the stellar templates matrices and to speed up the code.

3.1 Isochrones

The stellar templates that we use in this work are created on the basis of the stellar parameters provided by the Parsec isochrones (Bressan et al. 2012) extended with the thermally pulsating-asymptotic giant branch (TP-AGB) tracks from Marigo et al. (2013) and Rosenfield et al. (2016). This is the most recent version of the Parsec isochrones and includes several updates to the input physics of the Padova stellar evolution code, as well as an improved treatment of low-mass dwarfs as described in Chen et al. (2014). Each isochrone provides us with the initial masses, effective temperatures, surface gravities, and Johnson V-band magnitudes of the stars that are present in an SSP.

3.2 Stellar library and interpolator

To transform the stellar parameters of an isochrone into a set of spectra, we combine a stellar library with an interpolator. We use the empirical MILES stellar library (Sánchez-Blázquez et al. 2006) which consists of approximately 1000 stars in the wavelength range 3540.5–7409.6 Å. To interpolate between the stars in this library, we use the same interpolator as in DTK16. This is a local interpolator based on Vazdekis et al. (2003). Since we now include a multiplicative polynomial in our model, we do not apply the polynomial correction of the MILES stars discussed in DTK16, but use the spectra of the MILES library directly.

The interpolator $S_i(T_{\text{eff}}, \log g, [\text{Fe/H}])$ allows us to create a stellar spectrum for any given set of stellar parameters $T_{\text{eff}}, \log g$, and $[\text{Fe/H}]$. With this interpolator, we create a stellar-template matrix $S$ for each of the grid points in our age–metallicity grid. Since the isochrones are defined on the basis of $[\text{M/H}] = \log (Z/Z_\odot)$, but the MILES stars only have measured values of $[\text{Fe/H}]$, we assume that $[\text{M/H}] = [\text{Fe/H}]$.

3.3 Isochrone binning

Since the parameters of one isochrone star to the next isochrone star do in general not change drastically, the interpolated spectra are expected to vary smoothly as a function of stellar mass. The number of stars in a Parsec isochrone is typically on the order of a few hundred and can be as high as a thousand. Having such a large number of templates makes the matrices in our model unnecessarily large which in turn makes the code unnecessary slow. We therefore reduce the number of stellar templates in the matrices by binning them together.

The sampling of the isochrone stars increases as a function of evolutionary phase and is particularly high for the TP-AGB. Hence, we let the number of stars that we bin together depend on the evolutionary phase. For the main sequence, we combine every two spectra into a new template, for the TP-AGB, we combine every eight spectra into a new template and for the other evolutionary phases we combine every three spectra into a new template. With these numbers, we reduce the computational time-scales significantly and are still able to model a spectrum with up to $N = 6$ SSPs (see Section 5.1) in a reasonable amount of time.\(^2\)

When we bin the spectra, we assume a Salpeter IMF. In Appendix A, we show that this assumption has only a very small effect on our SSP spectra and that it does not affect our inference of the IMF.

4 COMPOSITE STELLAR POPULATION MOCK SPECTRA

In this section, we describe the CSP mock spectra that we use to test our model. First, we discuss the semi-analytic model (SAM) from which we extract the SFHs of our CSP mock spectra. Then, we describe how we use these SFHs to construct a set of CSP mock spectra with a variable IMF.

4.1 SFHs from semi-analytic models

SAMs are an ideal tool to create realistic SFHs of galaxies. The main advantage of SFHs from SAMs over more idealized SFHs

\(^2\) Typically, modeling a spectrum with $N = 6$ SSPs takes on the order of 3–4 h using 64 cores.
(e.g. delayed $\tau$ models) is that they can include increasing and decreasing phases, as well as bursts of star formation. Within SAMs, simplified analytical but physically motivated recipes are used to track dynamical and astrophysical processes. This happens on entire galaxy scales, rather than kpc or even pc scales (the physical scales below which cosmological and zoom-in hydrodynamical simulations apply subgrid physics). This ensures an inexpensive runtime for SAMs, which makes them a powerful tool to generate statistically significant model galaxy populations covering a wide range in galaxy properties (for a recent review, see Somerville & Davé 2015).

In this work, we focus on the SAM first presented in Somerville & Primack (1999) and further updated by Somerville et al. (2008, 2012) and Porter et al. (2014a). This SAM includes recipes to track the hierarchical clustering of dark-matter haloes, shock heating, and radiative cooling of gas, supernova feedback, star formation, black hole growth and active galactic nuclei feedback, the enrichment of the interstellar and intracluster medium with metals, mergers of galaxies, starbursts, and the evolution of stellar populations. Porter et al. (2014a) included recipes to track the effect of disc instabilities and mergers on the structural evolution of galaxies. Of particular importance within the context of this work, Porter et al. (2014a) included recipes to track the line-of-sight velocity dispersion of the stars in modelled galaxies. These models have proven to be fairly successful in reproducing local and high-redshift statistical galaxy properties such as stellar mass functions, gas masses, dust masses, sizes, SFRs, and also quenched fractions and structural properties such as Sérsic index (Somerville et al. 2008, 2012; Somerville, Popping & Trager 2015; Porter et al. 2012; Popping, Somerville & Trager 2014; Popping, Somerville & Galametz 2016a; Popping et al. 2016b; Lang et al. 2014; Brennan et al. 2015, 2017). We refer the reader to the aforementioned works for more detailed descriptions of the utilized model.

We make use of merger trees extracted from the Bolshoi $N$-body dark-matter simulation (Klypin, Trujillo-Gomez & Primack 2011; Trujillo-Gomez et al. 2011; Rodríguez-Puebla et al. 2016). Dark-matter haloes were identified using the ROCKSTAR algorithm (Behroozi, Wechsler & Wu 2013). This simulation is complete down to haloes with a virial velocity of $V_{\text{vir}} = 50 \text{ km s}^{-1}$, with a force resolution of 1 $h^{-1}$ kpc and a mass resolution of $1.9 \times 10^{9} M_{\odot}$ per particle. The results presented assume a $\Lambda$CDM dark matter cosmology with $\Omega_{\text{m}} = 0.27$, $\Omega_{\Lambda} = 0.73$, $h = 0.7$, $\sigma_8 = 0.82$, $n = 0.95$, and a cosmic baryon fraction of $f_b = 0.1658$. These parameters were chosen to match those adopted in the Bolshoi simulation (Klypin et al. 2011) and are consistent with the Wilkinson Microwave Anisotropy Probe results (Komatsu et al. 2011).

The SAM assumes a Chabrier (2003) IMF. Note that this IMF is only assumed within the SAM. As described in Section 4.2, the spectra of the mock CSPs are determined under the assumption of variable IMF. Therefore, the IMF assumed in the SAM and the IMF used to determine the spectra are not consistent with each other. In principal, the assumption of a universal Chabrier (2003) IMF within the SAM might affect the enrichment of the interstellar medium (ISM) with metals, the mass-loading factor, and the heating rate from massive stars (supernovae and winds), and eventually also the stellar mass assembly of a galaxy. However, within the context of this work, we only want to construct a complex age-metallicity distribution and not necessarily a precise one and therefore these effects are not expected to affect our conclusions.

Galaxies drawn from the SAM are selected to be passive, with specific star formation rates $SFR/M_* < 10^{-11} \text{ yr}^{-1}$, to match approximately the selection criteria of Spiniello et al. (2014). We then average the SFHs of these passive galaxies in $40 \text{ km s}^{-1}$ wide bins centred at velocity dispersions of 150, 190, 230, 270, and $310 \text{ km s}^{-1}$. The resulting SFHs suggest that some of the stars that have formed are relatively young ($t < 8 \text{ Gyr}$) with a very low metallicity ([Fe/H] $= -2.4$). We suspect that this is connected to a mode of star formation which is related to infalling gas from the intergalactic medium or it could be accretion from a poorly resolved, low-mass satellite. Since this kind of stellar population is not seen in present-day galaxies, we manually set the stellar mass in bins with $t < 8 \text{ Gyr}$ and [Fe/H] $= -2.4$ to zero.

Trager & Somerville (2009) compare SSP-equivalent ages between a mock catalogue of SAM galaxies and a number of observational samples and show that these ages approximately agree. Although the observational samples do not allow the reconstruction of the full SFH, this would imply that the amount of recent star formation produced by the SAM is approximately correct. Fontanot et al. (2009) compare the mean mass-weighted stellar age as a function of stellar mass of three SAMs with the observational results of Gallazzi et al. (2005) and show that the agreement for massive galaxies is very good. Porter et al. (2014b) compare mass-weighted ages of ETGs in their SAM with the luminosity-weighted ages of the sample of SDSS ETGs by Graves, Faber & Schiavon (2009) as a function of effective radius and velocity dispersion. The SDSS galaxies are found to be younger than the SAM galaxies, but this difference most likely originates from comparing luminosity-weighted with mass-weighted ages, where the former is known to be biased towards younger ages, i.e. dominated by young stars (Trager & Somerville 2009). However, the trends recovered between velocity dispersion, age, and metallicity are very similar for both samples. These results suggest that the SFHs that we use in this work may not be completely accurate but are at least a realistic representation of what might be expected for ETGs.

### 4.2 CSP mock spectra with a variable IMF

The SAMs provide us with an average SFH for galaxies in five different bins of velocity dispersion (150, 190, 230, 270, and $310 \text{ km s}^{-1}$). The average SFH for the different velocity dispersion bins is visualized in Fig. 1. For each of the velocity dispersion bins, the average SFH is given as the total current mass of stars in a pre-defined age-metallicity grid. This age-metallicity grid has ages in the range $t = \{0.1, 13.5\} \text{ Gyr}$ and metallicities in the range $[\text{M/H}] = \log(Z/Z_{\odot}) = \{0.0, 0.5, 0.7, 2.4\}$ with $Z_{\odot} = 0.0152$ (Bressan et al. 2012). The spacings of this grid are shown in the last panel of Fig. 1. Note that the age-metallicity grid of the isochrones is chosen to match this grid.

We assume that the IMF of our CSP mock spectra is a single power-law IMF. Furthermore, we assume that the slope $\alpha$ of this IMF varies as a function of velocity dispersion according to the empirical IMF slope–velocity dispersion relation of Spiniello et al. (2014):

$$\alpha = 2.3 \log \sigma + 2.13, \quad (13)$$

where $\sigma = \text{velocity dispersion in units of } 200 \text{ km s}^{-1}$.

For every bin in velocity dispersion, we create a corresponding CSP mock spectrum. To create these CSP mock spectra, we first create an SSP spectrum SSP$_{\alpha}$ for each of the age–metallicity grid points. These SSP spectra are calculated using equation (1), where the stellar templates $S = S_t(\tau, [\text{Fe/H}])$ are those of an SSP and the weights $w$ are determined through equation (4) assuming a single power-law IMF $\xi(\sigma)$, where the slope is given by equation (13). The SSP spectra are normalized to a total (current) stellar mass of $1 M_{\odot}$. 

Figure 1. Average SFHs of galaxies in the SAM binned by velocity dispersion. For each point in the age–metallicity grid, we determine the fractional contribution of the integrated SSP spectrum to the integrated CSP spectrum and the (colour) contours in this plot are interpolated on the basis of these values. The SFHs in panels (a)–(e) correspond to different velocity dispersions. Panel (f) represents the adopted age–metallicity grid in the same range as the previous panels.

Table 1. Summary of the five different CSP mock spectra that we consider. Each of the mock spectra corresponds to a different velocity dispersion bin, the SFH is derived from the SAM, and the IMF is assumed to be a single power-law IMF. The first column gives the name of the CSP mock spectrum, the second column the velocity dispersion bin, and the last the column the IMF slope. For every spectrum, there are three versions corresponding to S/Ns of 75, 150, and 300, respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\sigma$ (km s$^{-1}$)</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSP150</td>
<td>150.0</td>
<td>1.84</td>
</tr>
<tr>
<td>CSP190</td>
<td>190.0</td>
<td>2.08</td>
</tr>
<tr>
<td>CSP230</td>
<td>230.0</td>
<td>2.27</td>
</tr>
<tr>
<td>CSP270</td>
<td>270.0</td>
<td>2.43</td>
</tr>
<tr>
<td>CSP310</td>
<td>310.0</td>
<td>2.57</td>
</tr>
</tbody>
</table>

The CSP mock spectrum $s_{\text{CSP}}$ is then determined as the weighted sum over all SSP spectra:

$$s_{\text{CSP}} = \sum_{i,j} c_{ij} \text{SSP}_{ij},$$

where the weights $c_{ij}$ of each of the SSP spectra follow from the SFHs of the SAM. We smooth the CSP mock spectra according to the corresponding model velocity dispersion. This gives us a total of five mock CSP spectra, which are summarized in Table 1. As a final step, we add Gaussian noise to the spectra to mimic observations with signal-to-noise ratios (S/Ns) of 75, 150, and 300 per bin, so that we have three version of every CSP mock spectrum corresponding to different S/Ns.

5 RESULTS

In this section, we present the analysis of the CSP mock spectra with our model. We focus first on CSP150 and CSP310. These mock spectra are characterized by, respectively, the most and least extended SFH, as can be seen in Fig. 1. Then, we extend our analysis to the other mock spectra and show that we can reconstruct the underlying variable IMF. We use the sampling strategy discussed in Section 2.2.8. First, we use the parametrized version of our model to determine the most probable ages and metallicities of the SSPs and the velocity dispersion of the spectrum. Note that the velocity dispersion is derived by broadening the stellar templates in matrix $S$ with $\sigma$ as a free parameter. Then, we use the full version of the model to sample the non-linear IMF prior parameters and the additional covariance parametrized by $b$ as discussed in Section 2.2.4.

For all of the analyses that we present here, we assume a single power-law IMF prior. The regularization scheme that we use penalizes the relative deviation of the weights $w$ from the prior on the weights $w_0$ and is specified by

$$C_{\text{prior}}^{-1} = \frac{1}{w_0},$$

where $C_{\text{prior}}^{-1}$ is a diagonal matrix.

5.1 The required number of SSPs

The Bayesian context of our model allows us to determine the most probable number of SSPs that is required to fit the data. As discussed in Section 2, our model is now able to fit a spectrum with a combination of multiple SSPs. For a given number of SSPs, if we marginalize over all the free parameters in the model we can determine the evidence for the given number of SSPs. Running
Figure 2. Difference in log evidence as a function of the number of SSPs included in the analysis. The difference in log evidence is determined with respect to the evidence obtained with one SSP such that \( n_{\text{SSPs}} = 1 \). \( \Delta \log \text{evidence} = 0 \). Panel (a) corresponds to CSP150 and panel (b) to CSP310. Different lines correspond to different SNRs as indicated in the legend. The diamond data point represents the number of SSPs for which the evidence reaches a maximum. The horizontal lines correspond to a legend. The diamond data point represents the number of SSPs for which CSP310 discriminate between models.

In addition to the S/N dependence, Fig. 2 also shows that the most probable number of SSPs for CSP310 is lower than it is for CSP150 for spectra with the same S/N. This difference is most likely explained by the more extended SFH of CSP150. In general, we expect that the more complicated the SFH, the more SSPs are required to correctly fit the spectrum of a CSP. Another explanation might be the higher velocity dispersion of CSP310. A higher velocity dispersion implies that more information in the spectrum is lost due to the smoothing, and as a consequence it might become more difficult to distinguish different SSPs.

Fig. 2 shows that we can gain significantly by going from one SSP to two SSPs. For all the CSP mock spectra that we consider, the difference in log evidence between two subsequent numbers of SSPs is the largest for going from one to two SSPs and ranges from a difference in log evidence of approximately 25 to approximately 700. According to Jeffreys (1961), a difference in log evidence of more than 10 can be considered as strong evidence in favour of a particular model. Therefore, for all SSPs that we considered there is strong evidence to include two SSPs instead of one. Allowing for more than two SSPs may still improve the evidence, but the differences in log evidence are not as conclusive as going from one to two SSPs, though this might strongly depend on the SFH. The horizontal lines in Fig. 2 indicate a difference of \( \Delta \log \text{evidence} = -10 \) with the peak value of the evidence. After the evidence curve crosses this horizontal line for the first time, there is no strong evidence to include any additional SSPs in the fit. Typically, for \( S/N = 75 \), there is strong evidence to include 2 SSPs, for \( S/N = 150 \), there is strong evidence to include 2–3 SSPs and for \( S/N = 300 \), there is strong evidence to include 5 SSPs. (See also Appendix B for a test where we reconstruct the spectra of three mock SSPs with and without the original stellar templates to assess the level of the effect of systematic uncertainties on the difference in log evidence.)

In Fig. 3, we show the reconstructed ages and metallicities of the SSPs used to fit CSP150-150 and where we allow for 1–6 SSPs. For the analysis with one SSP, the age of the SSP is clearly biased towards younger ages. Light-weighted SSP-equivalent ages are known to be biased towards younger ages and to underestimate the age of a CSP (Trager et al. 2000; Serra & Trager 2007; Trager & Somerville 2009), and we expect that the bias in Fig. 3(a) is similar to this more generally known bias. However, for two or more SSPs, the most prominent SSP (biggest dot) falls well within the central contour of the SFH of CSP150. Although the ages of the different SSPs in one fit can be quite similar, it is interesting to see that the model almost never selects two SSPs with the same metallicity. This may be related to the coarser sampling of the metallicity grid, and SSPs at different metallicities may also be used in part to absorb the effect of SSPs at different ages due to the age–metallicity degeneracy.

5.2 Reconstructed IMFs

As a next step, we consider the reconstruction of the IMF for CSP150–150. To determine the reconstructed IMF, we first sample the IMF prior parameters at fixed ages and metallicities of the SSPs.\(^3\) Then, we select the maximum-a-posteriori (MAP) set of IMF prior parameters to construct a prior on the weights and we

\(^3\)Here, we use CSP150–150 to refer to the version of CSP150 with S/N = 150.

\(^4\)The ages and metallicities of the SSPs are determined with the parametrized version of the model in a previous step.
use this prior to calculate the most probable weights. Finally, using equation (3), we convert the most probable weights into a most probable reconstructed IMF. The error bars on the reconstructed IMF are derived on the basis of the posterior sample of the weights.

The reconstructed IMF of CSP150–150 is shown in Fig. 4 for models with $N = 1, 2, \text{ and 3 SSPs}$. For the analysis with one SSP, the most probable IMF deviates significantly from the prior IMF and the original IMF. This already shows that, with one SSP, a single power-law IMF is not able to provide a fit to the data that is consistent with the specified noise level. If such a model would have been able to fit the data there would be no need for the model to deviate from the prior. Of course it makes sense that this model does not fit the data, since our spectrum in reality represents a CSP with an extended SFH.

For two SSPs, the reconstructed IMF is already much closer to the prior and the original IMF, although there are still some wiggles at the high-mass end. When we use three (or more) SSPs in the fit, the prior IMF, the original IMF, and the reconstructed IMF become very similar. On the basis of this similarity, we might conclude that three SSPs are sufficient to fit the spectrum of CSP150–150. According to Fig. 2, for this particular case the evidence continues to increase a little bit more for $n_{\text{SSPs}} > 3$, but the difference in log evidence between $N = 3$ and $4 \text{ SSPs}$ is 4.9 which according to Jeffreys (1961) is not considered to be substantial evidence in favour of $N = 4 \text{ SSPs}$. Three SSPs therefore seem to be sufficient here.

5.3 Reconstructed spectra

Finally, we consider the reconstructed spectra of CSP150–150. To determine the reconstructed spectrum, we start with the MAP values of the sampled non-linear parameters and we use these values to calculate the most probable weights. Then, we multiply the stellar-template matrix with the most probable weights to obtain the reconstructed MAP spectrum.

The reconstructed MAP spectrum of CSP150–150 is shown in Fig. 5. In the first panel, we use only one SSP for the fit, whereas in the second panel we use five SSPs which is the maximum that we find in the evidence as a function of the number of SSPs. Looking at the reconstructed spectra for one and for five SSPs, at first glance there does not seem to be a difference. However, if one carefully looks at the residuals there appears to be a wave pattern in the residuals when we use one SSP. If we use five SSPs, this pattern is far less prominent. To visualize this noise pattern, we also show a smoothed version of the residuals in Fig. 5.

5.4 Reconstructing the variable IMF

As discussed in Section 4, the IMF of our CSP mock spectra varies as a function of velocity dispersion. All of our mock spectra have a single power-law IMF for which the IMF slope is given by equation (13). In this section, we try to reconstruct the underlying trend of the IMF from our mock spectra for different SNRs.

We analyse all of our mock spectra using the sampling strategy discussed in Section 2.2.8. First we derive the most probable ages and metallicities as well as the velocity dispersion with the parametrized version of the model. We then fix these parameters and run the full version of the model to calculate the evidence and obtain posterior samples of the IMF prior parameters, the weights, and the covariance parameter $b$. For each of the mock spectra, we repeat the analysis with $N = 1$–6 SSPs, and we select the number of SSPs that maximizes the evidence.
they seem to cover the distribution function nicely. We want to emphasize that the aim of including multiple SSPs in the fit is not to reconstruct the SFH perfectly but to ensure that the determination of the IMF is not biased as a consequence of assuming only one SSP. In that respect, the age–metallicity distribution can be regarded for the purpose of this paper as nuisance parameters that are marginalized over. However, our analysis shows that even high-S/N spectra typically contain information of at most half a dozen distinct stellar-population regions in their space of ages and metallicities. This makes full-Bayesian modelling of these spectra to infer their IMFs and SFHs a tractable problem on present-day computers.

The reconstructed velocity dispersions in Table 2 are consistent with their input values. We have parametrized the extra covariance term by \( b_{\text{cov}} \), which is the extra (constant) covariance in terms of the median of the original covariance matrix, i.e.

\[
 b = b_{\text{cov}} \cdot \text{median} (C_0). 
\]

From the results in Table 2, we can see that \( b_{\text{cov}} \) is at most 0.02 so that the additional covariance is in general not more than 2 per cent of the median of the original covariance matrix. The additional covariance term does therefore not seem to play an important role here, but it might become more important if we deal with real data where we have more systematic uncertainties.

The reconstructed IMF slopes are consistent with the input values. In Fig. 6, we show the reconstructed IMF slopes (orange data points) together with the IMF slope–velocity dispersion relation specified in equation (13) for S/Ns of 75, 150, and 300, respectively. These IMF slopes are derived by using the number of SSPs that maximizes the evidence. The results show that for all SNRs we are able to correctly reconstruct the IMF slope–velocity dispersion relation. As expected, for lower SNRs, the scatter in this relation increases. For S/N = 300, the error bars seem to be slightly underestimated, or the results are slightly biased, but the overall trend is correct and the blue line in Fig. 6(c) would still fall within the two sigma error bars of the data points.

5.4.1 IMF slope as a function of \( n_{\text{SSPs}} \)

We have seen that the evidence prefers fits with multiple SSPs over fits with only one SSP for all simulated spectra with realistic SFHs. Here, we investigate in more detail if the determination of the IMF slope is affected by the number of SSPs that we use in our fit.

The black data points in Fig. 6 show the IMF–slope–velocity dispersion relation that we find if we use only one SSP. Except for CSP310–75, the IMF slopes inferred by using only one SSP are biased to a higher value. The overall trend of an IMF slope that increases as a function of velocity dispersion is still recovered, however.

In Fig. 7, we show the reconstructed IMF slope as a function of the number of SSPs used in the fit for all mock spectra with S/N = 150. As we have seen in Fig. 6, when we use only one SSP the reconstructed IMF slopes are biased and the slopes that we derive seem to cover the distribution function nicely. We want to emphasize that the aim of including multiple SSPs in the fit is not to reconstruct the SFH perfectly but to ensure that the determination of the IMF is not biased as a consequence of assuming only one SSP. In that respect, the age–metallicity distribution can be regarded for the purpose of this paper as nuisance parameters that are marginalized over. However, our analysis shows that even high-S/N spectra typically contain information of at most half a dozen distinct stellar-population regions in their space of ages and metallicities. This makes full-Bayesian modelling of these spectra to infer their IMFs and SFHs a tractable problem on present-day computers.

The reconstructed velocity dispersions in Table 2 are consistent with their input values. We have parametrized the extra covariance term by \( b_{\text{cov}} \), which is the extra (constant) covariance in terms of the median of the original covariance matrix, i.e.

\[
 b = b_{\text{cov}} \cdot \text{median} (C_0). 
\]

From the results in Table 2, we can see that \( b_{\text{cov}} \) is at most 0.02 so that the additional covariance is in general not more than 2 per cent of the median of the original covariance matrix. The additional covariance term does therefore not seem to play an important role here, but it might become more important if we deal with real data where we have more systematic uncertainties.

The reconstructed IMF slopes are consistent with the input values. In Fig. 6, we show the reconstructed IMF slopes (orange data points) together with the IMF slope–velocity dispersion relation specified in equation (13) for S/Ns of 75, 150, and 300, respectively. These IMF slopes are derived by using the number of SSPs that maximizes the evidence. The results show that for all SNRs we are able to correctly reconstruct the IMF slope–velocity dispersion relation. As expected, for lower SNRs, the scatter in this relation increases. For S/N = 300, the error bars seem to be slightly underestimated, or the results are slightly biased, but the overall trend is correct and the blue line in Fig. 6(c) would still fall within the two sigma error bars of the data points.

5.4.1 IMF slope as a function of \( n_{\text{SSPs}} \)

We have seen that the evidence prefers fits with multiple SSPs over fits with only one SSP for all simulated spectra with realistic SFHs. Here, we investigate in more detail if the determination of the IMF slope is affected by the number of SSPs that we use in our fit.

The black data points in Fig. 6 show the IMF–slope–velocity dispersion relation that we find if we use only one SSP. Except for CSP310–75, the IMF slopes inferred by using only one SSP are biased to a higher value. The overall trend of an IMF slope that increases as a function of velocity dispersion is still recovered, however.

In Fig. 7, we show the reconstructed IMF slope as a function of the number of SSPs used in the fit for all mock spectra with S/N = 150. As we have seen in Fig. 6, when we use only one SSP the reconstructed IMF slopes are biased and the slopes that we derive seem to cover the distribution function nicely. We want to emphasize that the aim of including multiple SSPs in the fit is not to reconstruct the SFH perfectly but to ensure that the determination of the IMF is not biased as a consequence of assuming only one SSP. In that respect, the age–metallicity distribution can be regarded for the purpose of this paper as nuisance parameters that are marginalized over. However, our analysis shows that even high-S/N spectra typically contain information of at most half a dozen distinct stellar-population regions in their space of ages and metallicities. This makes full-Bayesian modelling of these spectra to infer their IMFs and SFHs a tractable problem on present-day computers.

The reconstructed velocity dispersions in Table 2 are consistent with their input values. We have parametrized the extra covariance term by \( b_{\text{cov}} \), which is the extra (constant) covariance in terms of the median of the original covariance matrix, i.e.

\[
 b = b_{\text{cov}} \cdot \text{median} (C_0). 
\]

From the results in Table 2, we can see that \( b_{\text{cov}} \) is at most 0.02 so that the additional covariance is in general not more than 2 per cent of the median of the original covariance matrix. The additional covariance term does therefore not seem to play an important role here, but it might become more important if we deal with real data where we have more systematic uncertainties.

The reconstructed IMF slopes are consistent with the input values. In Fig. 6, we show the reconstructed IMF slopes (orange data points) together with the IMF slope–velocity dispersion relation specified in equation (13) for S/Ns of 75, 150, and 300, respectively. These IMF slopes are derived by using the number of SSPs that maximizes the evidence. The results show that for all SNRs we are able to correctly reconstruct the IMF slope–velocity dispersion relation. As expected, for lower SNRs, the scatter in this relation increases. For S/N = 300, the error bars seem to be slightly underestimated, or the results are slightly biased, but the overall trend is correct and the blue line in Fig. 6(c) would still fall within the two sigma error bars of the data points.
Figure 5. Reconstructed spectrum of CSP150–150. The black line represents the original spectrum and the red line the reconstructed spectrum. In panel (a), we use one SSP for the fit, and in panel (b), we use five SSPs. The bottom plots represent the residuals in blue. Also shown is a smoothed version of the residuals with the thick blue lines. The shaded orange region represents the 1σ and 2σ errors of the spectrum and are derived from the covariance matrix $C_\text{rec}$.

Table 2. Reconstructed parameters of CSP mock spectra for different S/Ns. The different columns of this table give the name of the CSP, the number of SSPs that maximizes the evidence, the ages of these SSPs, the metallicities of these SSPs, the input value of the IMF slope that was used to create the spectrum, the reconstructed IMF slope, the reconstructed velocity dispersion, and the reconstructed covariance parameter. Errors on the IMF slope correspond to the 16th and 84th percentile of the posterior distribution, errors for $\sigma$ and $b_\text{cov,rec}$ correspond to the standard deviation of the posterior sample. Note that with CSP150–75, we refer to CSP150 with S/N = 75.

<table>
<thead>
<tr>
<th>Name</th>
<th>$n_{\text{SSPs}}$</th>
<th>SSP ages (Gyr)</th>
<th>SSP [Fe/H]s</th>
<th>$\alpha_{\text{in}}$</th>
<th>$\alpha_{\text{rec}}$</th>
<th>$\sigma_{\text{rec}}$</th>
<th>$b_{\text{cov,rec}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSP150–75</td>
<td>3</td>
<td>10.5, 9.5, 9.0</td>
<td>$-0.05, -0.56, -1.08$</td>
<td>1.84</td>
<td>1.76</td>
<td>150.0 ± 1.1</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP190–75</td>
<td>3</td>
<td>9.8, 12.0, 11.0</td>
<td>$-0.05, -0.56, -0.21$</td>
<td>2.08</td>
<td>2.08</td>
<td>190.9 ± 1.2</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP230–75</td>
<td>4</td>
<td>11.5, 11.8, 8.3, 10.8</td>
<td>$-0.05, -0.21, -0.30, -1.08$</td>
<td>2.27</td>
<td>2.28</td>
<td>233.3 ± 1.4</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP270–75</td>
<td>3</td>
<td>12.3, 11.0, 7.5</td>
<td>$-0.05, 0.21, -0.56$</td>
<td>2.43</td>
<td>2.39</td>
<td>269.8 ± 1.5</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP310–75</td>
<td>2</td>
<td>9.8, 12.0</td>
<td>0.21, -0.30</td>
<td>2.57</td>
<td>2.50</td>
<td>312.6 ± 2.1</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP150–150</td>
<td>5</td>
<td>11.0, 10.0, 5.8, 11.8, 7.8</td>
<td>$-0.05, -0.30, 0.21, -0.56, -0.82$</td>
<td>1.84</td>
<td>1.86</td>
<td>150.0 ± 0.5</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP190–150</td>
<td>4</td>
<td>13.0, 8.0, 10.0, 13.3</td>
<td>$-0.05, 0.21, -0.56, -0.82$</td>
<td>2.08</td>
<td>2.06</td>
<td>188.8 ± 0.6</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP230–150</td>
<td>5</td>
<td>11.0, 11.5, 12.0, 4.5, 9.8</td>
<td>$-0.05, 0.21, -0.56, 0.21, -1.08$</td>
<td>2.27</td>
<td>2.26</td>
<td>229.8 ± 0.7</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP270–150</td>
<td>4</td>
<td>10.5, 10.8, 11.0, 12.0</td>
<td>0.21, -0.05, -0.56, 0.47</td>
<td>2.43</td>
<td>2.43</td>
<td>268.7 ± 0.8</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP310–150</td>
<td>3</td>
<td>10.0, 12.3, 11.5</td>
<td>0.21, -0.05, -0.56</td>
<td>2.57</td>
<td>2.59</td>
<td>310.1 ± 1.0</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP150–300</td>
<td>6</td>
<td>11.5, 8.3, 9.8, 10.8, 9.5, 4.0</td>
<td>$-0.30, -0.05, 0.21, -0.56, -1.08$</td>
<td>1.84</td>
<td>1.80</td>
<td>150.0 ± 0.3</td>
<td>0.02 ± 0.02</td>
</tr>
<tr>
<td>CSP190–300</td>
<td>5</td>
<td>10.5, 10.3, 10.0, 12.0, 11.5</td>
<td>$-0.05, 0.21, -0.30, -0.56, -1.6$</td>
<td>2.08</td>
<td>2.12</td>
<td>190.2 ± 0.3</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP230–300</td>
<td>4</td>
<td>10.0, 11.0, 11.8, 7.5</td>
<td>0.21, -0.05, -0.30, -0.56</td>
<td>2.27</td>
<td>2.23</td>
<td>229.7 ± 0.4</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>CSP270–300</td>
<td>5</td>
<td>10.5, 12.3, 11.8, 6.8, 1.8</td>
<td>$-0.05, 0.21, -0.56, 0.47, -0.05$</td>
<td>2.43</td>
<td>2.46</td>
<td>270.5 ± 0.4</td>
<td>0.01 ± 0.01</td>
</tr>
<tr>
<td>CSP310–300</td>
<td>5</td>
<td>11.3, 11.5, 8.0, 13.0, 12.3</td>
<td>$-0.05, 0.21, 0.46, -0.30, -0.82$</td>
<td>2.57</td>
<td>2.60</td>
<td>310.3 ± 0.5</td>
<td>0.02 ± 0.02</td>
</tr>
</tbody>
</table>
Bayesian inference of the IMF in composite stellar populations

Figure 6. Reconstructed IMF slopes versus (true) velocity dispersion for CSP mock spectra with different S/Ns. Data points represented by black diamonds are derived by using one SSP, whereas for the orange circles we used the number of SSPs that maximizes the evidence. The error bars correspond to the 16th and 84th percentile of the posterior distribution. The blue line corresponds to the IMF slope–velocity dispersion relation of equation (13).

Given the wavelength region and the resolution of the data that we consider, we conclude that it should be sufficient to model CSPs with SFHs similar to the ones in Fig. 1 with ∼3 SSPs. If we use only one SSP, this might significantly bias our reconstructed IMF slope. Although we still recover the trend, it is shifted upwards, indicating an overall overestimation of the IMF slope.

6 SUMMARY AND DISCUSSION

We have extended the hierarchical Bayesian framework of DTK16 to include multiple SSPs, a multiplicative polynomial, and an extra covariance term. In addition, we have developed a parametrized version of the code which is much faster than the full Bayesian version. We use that version of the code to determine the velocity dispersion and the ages and metallicities of the SSPs that we fit to a spectrum. To reduce the number of templates in our model, we have implemented a binning procedure where we combine different isochrone stars.

We have applied the updated version of our model to a set of CSP mock spectra with different S/Ns, stellar velocity dispersions, and age–metallicity distributions. Based on the evidence, we determine the number of SSPs required to fit the mock spectra. The higher the S/N and the more extended the SFH of a CSP, the more SSPs are required to fit the spectrum correctly. As a rule of thumb, for S/N = 75 there is strong evidence to include two SSPs in the fit and for S/N = 150 there is strong evidence to include 2–3 SSPs in the fit and for S/N = 300 there is strong evidence to include five SSPs in the fit. However, for removing the bias in the IMF slope N = 2–3 seems sufficient even for the high S/N = 300 cases.

Our CSP mock spectra have a single power-law IMF with a slope that varies as a function of the present-day velocity dispersion. The assumed IMF slope–velocity dispersion relation is purely driven by observational results. However, we do not expect this to be a physically realistic model, since most of the stars in these galaxies formed long ago when the galaxy properties were quite different. Therefore, physically we expect that a variable IMF is driven by different local properties of the ISM at the time that the stars are born. These local properties of the ISM during star formation may typically be different for galaxies with different velocity dispersions/masses, which would then explain the observational results. In this work, we use these observational results as a simple parametrization of the IMF but in principle within cosmological simulations one can relate the IMF to local conditions at the sites of star formation (see Blancato, Genel & Bryan 2016).

We show that we can reconstruct the underlying IMF slope–velocity dispersion relation for all the SNRs we consider. For this analysis, we fit the mock spectra with multiple SSPs and choose the number of SSPs that maximizes the Bayesian evidence. If we use only one SSP in our fit, our results show that the IMF slope that we determine is likely to be biased upward, although the trend remains. For three SSPs or more the reconstructed IMF slope appears to converge to a stable value, but most of the bias is already removed by using two SSPs instead of one. In fact, Conroy & van Dokkum...
of these cubes, we could create a spectrum by using an interpolator and then fill matrix $S$ with these spectra. The prior on the weights that we use to regulate the inversion of equation (1) now depends on both the parametrized SFH prior and the parametrized IMF prior. Although in principle this allows for a combined inference of the SFH and the IMF, this approach will still be very computationally expensive and may also be complicated by possible degeneracies between the parametrized SFH and the parametrized IMF. Note that for example Spinrad & Taylor (1971) and Faber (1972) already developed population synthesis models that tried to determine individual contributions of stars in the Hertzsprung–Russell (HR) diagram. However, these methods combined stars in a rather ad hoc way and had few astrophysical constraints.

In this work, we have shown that, given the wavelength range and resolution of the MILES library, we can reconstruct a variable IMF in CSPs. However, it is important to realize that we have only considered single power-law parametrizations of the IMF prior. Based on dynamical constraints, Lyubenova et al. (2016) rule out a single power-law IMF for the majority of their sample of 27 ETGs, whereas it is found to be consistent with a double power-law IMF for most of their sample. We might also consider more realistic parametrizations of the IMF, such as a double power-law IMF with a break. If we would then create a set of CSP mock spectra where only the low-mass slope varies as a function of velocity dispersion, it could become much harder to reconstruct the IMF (variability). The contribution of low-mass stars to the spectrum is relatively small, and, as shown in DTK16, there is a degeneracy between the low- and high-mass slopes. Since it is hard to distinguish dwarfs from giants in the wavelength range of the MILES library, we currently do not attempt more complicated parametrizations of the IMF prior. In future work, we plan to combine our model with the X-shooter Spectral Library (Chen et al. 2011). This empirical stellar library provides a good coverage of the HR diagram and has a wavelength range that extends from the ultraviolet to the near-infrared. The wavelength range of this library contains many more features that allow us to distinguish between dwarfs and giants. With an expanded wavelength range, we should also be able to probe more complicated parametrizations of the IMF prior.
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APPENDIX A: BINNING ISOCHRONE STARS

To reduce the computational costs of running our model, we bin the stellar templates of an SSP. This procedure is discussed in Section 3.3. When we combine different stellar templates into one new template, we need to assume an a priori IMF, since binning affects the structure of matrix $S$ and cannot be done on-the-fly. In this paper, we assume this a priori IMF in the binning procedure to have a Salpeter IMF slope inside the bin. This will slightly shift the average mass inside the bin. However, since the bins are very narrow, this assumption is of very low order. Here, we investigate the consequences of this assumption in more detail.

First, we determine the effect of our binning procedure on a set of SSP spectra. For every grid point in our age–metallicity plane, we create a new template, which is created with the binned set of stellar templates and one created with the binned set of SSP spectra. For every grid point in our age–metallicity plane, we create a new template, which is created with the binned set of stellar templates and one created with the binned set of SSP spectra. Then, we calculate the residual between the two SSP spectra through

$$R_3 = \left| \frac{\langle S_{\text{SSP,bin}} - S_{\text{SSP}} \rangle}{S_{\text{SSP}}} \right|,$$  \hspace{1cm} (A1)

where $S_{\text{SSP}}$ is the SSP spectrum created with the full set of stellar templates and $S_{\text{SSP,bin}}$ is the SSP spectrum created with the...
binned set of stellar templates. Assuming a single power-law IMF, we repeat this for different IMF slopes in the range $\alpha = [1.5, 3.1]$, where $\alpha = 2.35$ corresponds to a Salpeter IMF. The results of this analysis are shown in Fig. A1. The residual between two SSP spectra is never more than 0.05 per cent. As expected, the residual becomes smaller as the IMF slope is closer to 1. First, we run the model with the complete set of stellar templates and calculate the evidence for the three mock SSPs. Then, we remove the original stellar templates that were used to create the mock SSPs from the library of stellar templates (i.e. we remove all stellar templates with the age and metallicity of the mock SSP) and run the model again. In this way, we mock incompleteness of the basis set, which will give us some feeling on how to interpret differences in log evidence with respect to systematic uncertainties.

The results of the additional test are summarized in Table B1. For the youngest SSP, the difference in log evidence is relatively large. However, for the other two SSPs, the difference in log evidence between running the model with and without the original stellar templates is much smaller. Therefore, we conclude that our binning procedure is not affecting our inference of the IMF slope. For this test, we have created six mock SSPs with different ages, metallicities, and IMF slopes. These mock SSPs have been created with the full set of stellar templates, have an average S/N of 300 and are smoothed to a velocity dispersion of 150 km s$^{-1}$. The parameters of the SSPs are summarized in Table A1. Then, we reconstruct the IMF slopes of these SSPs with our model using the binned version of the stellar templates. The reconstructed parameters are given in Table A2 and show that the inferred IMF slope for these SSPs is not affected by our binning procedure. Note that we considered two IMF slopes which significantly deviate from a Salpeter IMF slope, because if there is any effect, the effect is expected to be largest for these extreme slopes. Based on these tests, we conclude that the effect of binning can be fully neglected at the current levels of S/N (being $\ll 2000$ to reach the level of 0.05 per cent residuals).

**APPENDIX B: SYSTEMATIC UNCERTAINTIES**

To get a feeling for the effect of systematic uncertainties on the differences in log evidence that we find, we perform an additional test with three mock SSPs. The ages and metallicities of these mock SSPs are given in Table B1. All the mock SSPs in this appendix have a Salpeter IMF and S/N = 150. First, we run the model with the complete set of stellar templates and calculate the evidence for the three mock SSPs. Then, we remove the original stellar templates that were used to create the mock SSPs from the library of stellar templates (i.e. we remove all stellar templates with the age and metallicity of the mock SSP) and run the model again. In this way, we mock incompleteness of the basis set, which will give us some feeling on how to interpret differences in log evidence with respect to systematic uncertainties.

The results of the additional test are summarized in Table B1. For the youngest SSP, the difference in log evidence is relatively large. However, for the other two SSPs, the difference in log evidence between running the model with and without the original stellar templates is much smaller. Therefore, we conclude that our binning procedure is not affecting our inference of the IMF slope.
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templates is well below 10. In all cases, the model prefers to use the original set of stellar templates over the modified set of stellar templates. These results suggest that when we find a difference of log evidence that is more than $10^{1/2} \sim 32$, which according to Jeffreys scale is considered as very strong evidence, that this difference in log evidence is meaningful in the context of systematic uncertainties. We emphasize though that the result of this test is also strongly dependent on the adopted spacings of the age–metallicity grid. In Table B2, we show the inferred parameters of the SSPs that we obtain with the original stellar templates and with the modified stellar templates. The results that we infer with both sets of templates are consistent with each other within the errors, which implies that the results are robust against perturbations of the basis set of stellar templates.
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