Combining an Elastic Network With a Coarse-Grained Molecular Force Field: Structure, Dynamics, and Intermolecular Recognition
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Abstract: Structure-based and physics-based coarse-grained molecular force fields have become attractive approaches to gain mechanistic insight into the function of large biomolecular assemblies. Here, we study how both approaches can be combined into a single representation, that we term ELNEDIN. In this representation an elastic network is used as a structural scaffold to describe and maintain the overall shape of a protein and a physics-based coarse-grained model (MARTINI-2.1) is used to describe both inter- and intramolecular interactions in the system. The results show that when used in molecular dynamics simulations ELNEDIN models can be built so that the resulting structural and dynamical properties of a protein, including its collective motions, are comparable to those obtained using atomistic protein models. We then evaluate the behavior of such models in (1) long, microsecond time-scale, simulations, (2) the modeling of very large macromolecular assemblies, a viral capsid, and (3) the study of a protein–protein association process, the reassembly of the ROP homodimer. The results for this series of tests indicate that ELNEDIN models allow microsecond time-scale molecular dynamics simulations to be carried out readily, that large biological entities such as the viral capsid of the cowpea mosaic virus can be stably modeled as assemblies of independent ELNEDIN models, and that ELNEDIN models show significant promise for modeling protein–protein association processes.

Introduction

Computational modeling of molecular mechanisms of biological processes is a challenging task. It requires models that can reproduce accurately not only the structural and the dynamical properties of all molecular entities involved (i.e., protein receptors, protein effectors, ligands, lipid molecules, aqueous environment) but also the transient intermolecular interactions in which these entities engage and that modulate their various functional states. This task is often complicated further by the size of the biological systems involved and by the time scales over which these functional processes occur.1

One way to circumvent these challenges, without sacrificing on the resolution at which the biological system is represented, is to take advantage of experimentally available information.2–4 For example, the existence of gain-of-function mutants5,6 within the Gα subunit of the heterotrimeric G protein, transducin, was exploited. It enabled detailed atomistic insights to be obtained via classical molecular dynamics simulations, about the allosteric structural changes that accompany the activation of the G protein.
by its cognate transmembrane receptor rhodopsin. This was possible without modeling the receptor, the lipid environment, or their intermolecular interactions with transducin explicitly. Another way to address these challenges is to make use of algorithms that enhance conformational sampling (for recent reviews see1,8–14). But the size of the systems that can be studied with such techniques is as limited as for the more classical approaches such as atomistic molecular dynamics simulations.

An approach that has attracted a great deal of interest has been to develop simplified molecular models to reduce the number of degrees of freedom that need to be taken into account.1,10,15–18 This approach is particularly advantageous because it permits to increase the time-scale of the simulation and the size of the molecular system simultaneously. The challenge for these simplified or coarse-grained (CG) molecular models is to achieve an accurate description of the free energy surface. Transferability of the CG model is also a challenge. Ideally one would like to have a CG model readily applicable in a variety of molecular contexts.1

To date, CG models have been developed for a variety of biomolecules including lipids,19–22 proteins10,23–28 and DNA.29–31 Typically a CG model groups atoms into single interaction centers. The degree of coarse-graining can vary from 2–6 atoms to the whole macromolecule and such force fields are usually parametrized following a knowledge-based or a physics-based approach (see refs 1, 10, and 18 for a description of recent CG models). From the latter category, the MARTINI force field,21,22 compatible with the so-called GROMOS philosophy,32 is based on the parametrization of a large library of building blocks against experimental thermodynamic data. This approach is particularly valuable because a number of biological phenomena (e.g., protein folding, peptide-membrane binding, or protein–protein association) depend on the degree to which the constituent groups partition between polar and nonpolar environments. In addition because the building blocks can be combined to construct virtually any molecule,22,28 they offer an immediate solution to the transferability challenge. Finally, another advantage of the MARTINI force field is that its degree of coarse-graining (∼residue-level) is sufficiently detailed to maintain a close tie with experimental approaches that probe the involvement of particular residues in functional mechanisms. The MARTINI model has already been used in a number of protein studies, including the self-assembly of rhodopsins33 and the gating of mechanosensitive34 and voltage-gated membrane channels.35

Elastic Network (EN) models represent another form of coarse-graining (for recent reviews see36–38). EN models were first introduced by Tirion39 as an alternative to classical atomistic normal-mode analysis. By taking the native structure as the minimum of the free energy EN models eliminated the need of an often-costly minimization procedure, but in so doing, EN models introduced an intrinsic bias toward the initial experimental structure. In an EN model, the structure of a macromolecule is described as a network of point masses connected to one another with springs when the distance between the point masses is less than a predefined cutoff distance ($R_C$). In the simplest form of EN model, the values of the spring force constant, $K_{SPRING}$, and the cutoff, $R_C$, are taken to be the same throughout the network. These two parameters, characterize the network, that is, its rigidity and its extent. A number of variants have been proposed throughout the years40–42 and the effects of various schemes for building the network of connected residues and setting the spring force constants have been evaluated in a number of studies.43–46 Recently, EN models have attracted a lot of interest because in combination with the rotational-translational block approximation47–50 the size of the biological systems that can be studied has been increased dramatically (e.g., see refs 51 and 52). But most importantly, the EN approach has shown a remarkable ability to reproduce a number of biologically relevant dynamical properties of macromolecules,36,38

EN models have been combined with atomistic (AT) and CG molecular force fields. When used in combination with AT models the main focus has been to enhance or to guide conformational sampling.53–57 When used in combination with CG models the main goal has been to maintain the structure of the modeled biomolecule. Bond and co-workers have used both a classical EN scaffold ($R_C = 0.7$ nm and $K_{SPRING} = 1000$ kJ mol$^{-1}$ nm$^{-2}$) and hydrogen-bond based harmonic distance restraints (force constant $1000$ kJ mol$^{-1}$ nm$^{-2}$), when modeling membrane proteins and membrane peptides, respectively.58,59 Similarly, Periole et al.33 used a combination of sequential ($\alpha\alpha \rightarrow \alpha\alpha$, $\beta\beta \rightarrow \beta\beta$, and $\alpha\beta \rightarrow \alpha\beta$ with $K = 9250$ kJ mol$^{-1}$ nm$^{-2}$) and distance-based (between elements of secondary structure with $K = 1250$ kJ mol$^{-1}$ nm$^{-2}$) harmonic restraints when studying the self-assembly of rhodopsin in membrane models. While a qualitative agreement between AT and CG simulations was found in these CG studies, the effect of using such restraints on the structure and the dynamics of the model remains to be determined.

In the present study, we investigate the possibility of combining both structure-based and physics-based CG models into a unique representation. Specifically, we characterize the structural and dynamical consequences of combining an EN model with the MARTINI force field.22,28 For the sake of simplicity we focus only on EN scaffolds characterized by two unique parameters: $R_C$ and $K_{SPRING}$. We use three model proteins, the B1 domain of protein G,60 the src-SH3 domain,61 and the villin headpiece subdomain,62 respectively representing the $\alpha$ + $\beta$ structural class, the all-$\beta$ structural class, and the all-$\alpha$ structural class, to determine whether optimal and possibly universal values for the EN parameters, $R_C$ and $K_{SPRING}$, can be identified. The aim is to have the combined EN-CG protein model, referred to as an ELNEDIN protein model from now on, reproduce quantitatively the structural and dynamical properties of the same protein simulated with an atomistic force field. In addition, we evaluate the behavior of an ELNEDIN model in the context of long (microsecond time-scale) molecular dynamics simulations, and large macromolecular assemblies (the capsid of the cowpea mosaic virus63). Finally, we evaluate the ability of an ELNEDIN model to be used for the study of protein–protein association processes. This last test was
carried out in the context of the homodimeric four-helix bundle repressor of primer protein, ROP.64,65

Methods

Protein Systems. A total of five protein systems were studied. The villin headpiece subdomain (PDB entry 1YRF62), the D48G mutant of the α-spectrin SH3 domain (PDB entry 1BK261), and the B1 domain of protein G (PDB entry 1PGB60) were used for the comparison of ELNEDIN and atomistic models. The capsid of the cowpea mosaic virus (PDB entry 1NY763), which consists of 60 copies of two proteins containing 190 and 369 residues respectively, was used to evaluate the capacity of ELNEDIN to handle large macromolecular assemblies. And finally a mutant of the homodimeric four-helix bundle repressor of primer protein,64 with an Ala residue inserted on either side of D31 (PDB entry 1RPO65) was used for protein–protein association evaluation.

Atomistic Simulations. All molecular dynamics (MD) simulations were performed using the GROMACS simulation package.67 Simulations using an atomistic (AT) representation were based on the united-hydrogen GROMOS-43a1 force field68 for the protein and the SPC water model for the solvent.69 Each system (see below) was solvated in a rectangular box. The minimum distance between the protein and the edges of the box was initially set to 1.0 nm. The systems were simulated at constant pressure (1 bar) and constant temperature (300 K). Both the temperature and pressure were maintained close to their target values using the Berendsen weak coupling algorithm70 with time constants τT = 0.1 ps and τp = 1 ps, for the temperature and pressure respectively. A twin-range cutoff (1.0–1.4 nm) was used for the nonbonded interactions. Interactions within the short-range cutoff (1.0 nm) were evaluated every time step (2 fs), whereas interactions within the long-range cutoff (1.4 nm) were updated every 10 steps together with the pair-list. To correct for the truncation of electrostatic interactions beyond the long-range cutoff a Reaction-Field71 correction was applied (ε = 78). Bond lengths were constrained using the LINCS algorithm72 for the protein and the SETTLE algorithm73 for the water.

After solvation each system was energy-minimized and the solvent relaxed for 10 ps with position restraints (1000 kJ mol⁻¹ nm⁻²) applied to all heavy atoms of the protein. When necessary explicit counterions were added to ensure electroneutrality of the simulation box, and the resulting neutralized system was energy-minimized again. The system was then simulated for 10 ps at constant pressure and temperature, with the restraining potentials applied on Cα atoms only. Finally the system was simulated for 100 ns without any restraints. The last 60 ns were used in the analyses.

ELNEDIN Models and Simulations. The current version of ELNEDIN is based on the version 2.1 of the MARTINI molecular force field.22,28 However, because we chose to use the position of the Cα atom to place the backbone bead, instead of that of the center of mass of the backbone, main chain atoms, as in MARTINI, several minor modifications were introduced. These modifications, which only involve changes in the bonded interactions and the structural and dynamical properties of a protein modeled using an ELNEDIN representation, are detailed in the Supporting Information section. The nonbonded interactions described in MARTINI 2.1 were not modified.

The EN scaffold component of the ELNEDIN models was built only across the CG backbone beads (i.e., Cα atoms). Two backbone beads were linked by a spring with force constant, KSPRING, only if the distance between them in the experimental structure was less than a predefined cutoff value, Rcut, and if they were separated by at least two positions in the protein sequence (see Supporting Information for details on how bonded interactions between sequential, i → i + 1 and i → i + 2 residues were described). For a given ELNEDIN model, the values of Rcut and KSPRING were identical for all pairs of backbone beads. The equilibrium length of a given spring was set to the experimentally observed distance between the two Cα atoms that it connects.

In the simulations using an ELNEDIN model, the temperature and pressure were treated as in the AT simulations, with τT = 0.5 ps and τp = 1.2 ps. The nonbonded interactions were treated with a switch function from 0.0 to 1.2 nm for the Coulomb interactions, and from 0.9 to 1.2 nm for the Lennard-Jones interactions, conform the standard MARTINI protocol. The integration time-step was set to 20 fs and the neighbor list was updated every 5 steps.

Each ELNEDIN system was solvated in a cubic box with a minimum of 1.2 nm between any protein bead and the edge of the box. After energy-minimization with position restraints (1000 kJ mol⁻¹ nm⁻²) applied to all protein beads, a 50 ps MD simulation using a 1 fs time-step (real times) with the same position restraints was used to relax both the solvent molecules and the protein in the force field. The system was further relaxed with a 1 ns long MD run with a 20 fs time-step and position restraints on the protein “backbone” beads. Finally each system was simulated for production without any restraints. The length of the various production runs is reported in the text.

Note that because of the smoothing of the energy surface in the CG model the time scales are generally faster. Typically a standard conversion factor of 4 is used, corresponding to the effective speed up factor in the diffusion dynamics of CG water compared to real water taking into account that the CG water represents 4 real waters.21 The CG simulation times reported in the Results are thus effective times (4 × simulation-time) noted with an asterisk (*), unless otherwise stated.

Comparison of ELNEDIN and Atomistic Models. To evaluate the effect of the properties of the EN scaffold on the structural and dynamical properties of a protein modeled using an ELNEDIN representation, the values of Rcut and KSPRING were varied systematically in the range 10–10000 kJ mol⁻¹ nm⁻² and 0.6–1.2 nm, respectively. AT simulations were used as benchmark. The comparison of ELNEDIN and AT simulations was based on four structural and dynamical quantities. These quantities were computed from the equilibrated portions of the MD trajectories. The last 60 ns of 100 ns-long MD simulations were used in the case of AT runs,
and the last 15 ns (60 ns*) of 20 ns-long MD simulations for the CG runs. The degree of motion and fluctuation is time-scale dependent, it is therefore important that the length of the trajectories used in the comparison is the same for both models. The four quantities were (1) the time average of the Cα root-mean-square deviation, RMSD, (2) the root-mean-square deviation per residue, RMSD_res, (3) the root-mean-square fluctuation per residue, RMSF_res, and (4) the essential subspace (first ten eigenvectors of the covariance matrix of positional fluctuations; see below and references 7, 24–77). The RMSD and RMSD_res quantify the global and local structural deformation from the experimental structure, while the RMSF and essential subspace characterize the local fluctuations (deviation from the mean) and the direction of the large-amplitude fluctuations of the biomolecule, respectively.

Four similarity indices were defined. The ΔRMSD index was defined as the absolute difference between the average values of RMSD of the protein in the two approaches

$$\Delta \text{RMSD} = |\langle \text{RMSD} \rangle_{\text{last60ns}}^{\text{AT}} - \langle \text{RMSD} \rangle_{\text{last60ns}}^{\text{ELNEDIN}}|$$

The index of similarity for comparing RMSD_res and RMSF_res values obtained in CG and AT models was defined as

$$\Delta \text{RMSX}_{\text{res}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\text{RMSX}_{\text{resi}}^{\text{AT}} - \text{RMSX}_{\text{resi}}^{\text{ELNEDIN}})^2}$$

with RMSX representing either RMSD or RMSF, and N the number of residues in a protein.

And finally, the similarity between the essential subspaces obtained from AT and CG models was quantified by computing the root-mean-square inner-product (RMSIP) between the first 10 first eigenvectors in each simulation 76–79

$$\text{RMSIP} = \sqrt{\frac{1}{10} \sum_{i=1}^{10} \sum_{j=1}^{10} \langle \eta_i^{\text{AT}} \rangle \cdot \langle \eta_j^{\text{ELNEDIN}} \rangle^2}$$

where $\eta_i^{\text{AT}}$ and $\eta_j^{\text{ELNEDIN}}$ are the $i$th and $j$th eigenvectors obtained from the AT and ELNEDIN simulation, respectively. For a given system and simulation the essential subspace was computed by diagonalizing the covariance matrix of positional fluctuations $[C_{ij}]_{i,j=1, \ldots, 3N}^2$ whose elements are given by

$$C_{ij} = \langle q_i - \langle q_i \rangle \rangle \cdot \langle q_j - \langle q_j \rangle \rangle$$

where $q_i$ is one of the Cartesian coordinates of one of the Cα atoms in the molecule and $\langle q_i \rangle$ is the corresponding average value over the ensemble of configurations considered for analysis.

Results and Discussion

Components of an ELNEDIN Model. Figure 1 illustrates the various components that make up an ELNEDIN model. The rationale underlying ELNEDIN is to combine a structure-based coarse-grained model, such as an elastic network, 39 with a physics-based coarse-grained (CG) molecular force field to represent a protein. The elastic network acts as a structural scaffold while the force field directs intermolecular interactions. It should be noted that Tozzini and McCammon have followed a similar rationale using Morse potentials to introduce a bias toward the native structure and to supplement a statistics-based force field. 24 Here, we use a simple two-parameter, $R_C/K_{\text{SPRING}}$, elastic network. In addition to this elastic network scaffold, each amino acid is geometrically represented and “typified” (Lennard-Jones and Coulomb potential parameters) according to the MARTINI force field. 22, 28 (Slight modifications to the latest version of the MARTINI force field were needed, see Methods, these changes are described in detail in the Supporting Information). It is important to note that backbone beads linked with springs do not interact with each other via nonbonded potentials (Lennard-Jones and Coulomb) because bonded beads are excluded from the nonbonded interaction lists. Thus, the choice of values for $R_C$ and $K_{\text{SPRING}}$ will directly affect the extent to which either bonded or nonbonded potentials contribute to the internal dynamics of a given protein model.

Influence of the Properties of the Elastic Network on the Structure and Dynamics of a Protein. To evaluate the influence of the scaffold parameters, $R_C$ and $K_{\text{SPRING}}$, on the structure and the dynamics of a protein we first focused on the B1 domain of protein G, 60 a protein whose conformational

![Figure 1](https://www.periole.com/figures/figure1.png)

Figure 1. Components of the ELNEDIN model of the villin headpiece subdomain. (A) Ribbon and ball and stick representations of the villin-headpiece subdomain (PDB entry 1YRF62). The N-terminal phenylalanine residue is highlighted in blue. (B) CPK representation of a coarse-grained model of the villin-headpiece subdomain built based on the modified MARTINI force field. The N-terminal phenylalanine is highlighted in blue. (C) Close-up view of the N-terminal phenylalanine with details of its all atom (blue) and CG (gold) bonding network. (E) Five elastic network scaffolds of the villin-headpiece subdomain built (from left to right) with $R_C = 0.6$, 0.8, 0.9, 1.0, and 1.2 nm, respectively. All graphics were created using the visualization software VMD. 87
different scaffolds were built by varying behavior indicates that with the stiffest and most extended variant (large values of upper left panel Figure 2A) and can be as low as 0.01 nm and undersized scaffold (small values of $R_C$ and $K_{SPRING}$, lower right panel Figure 2A). Intermediate deformations are observed not only with intermediate values of $R_C$ and $K_{SPRING}$ but also with combinations of short/strong and long/weak values for $R_C$ and $K_{SPRING}$, respectively. This behavior indicates that $R_C$ and $K_{SPRING}$ compensate each other to maintain the overall structure of the protein.

Figure 2. Effect of $K_{SPRING}$ and $R_C$ values on the structure and dynamics of the B1 domain of protein G. (A) Root-mean-square deviation from the experimental structure as a function of effective time. (B) Root-mean-square fluctuation of the backbone bead of each residue as a function of residue number (black curve). The root-mean-square fluctuation of the Cα atoms calculated from an all-atom MD simulation trajectory is shown in red to illustrate the similarities and the differences between the two approaches.

properties we have studied in detail previously.$^{27}$ Fifteen different scaffolds were built by varying $R_C$ from 0.6 to 1.2 nm, and $K_{SPRING}$ from 10 to 10000 kJ mol$^{-1}$ nm$^{-2}$.

The main results of these computational experiments are summarized in Figure 2. The root-mean-square deviation (RMSD) of the backbone beads with respect to their crystallographic position plotted as a function of time showed that the global deformation of the protein decreases when increasing both $R_C$ and $K_{SPRING}$ values (Figure 2A). The deformation of the protein can exceed 0.5 nm with a flexible and undersized scaffold (small values of $R_C$ and $K_{SPRING}$, upper left panel Figure 2A) and can be as low as 0.01 nm with the stiffest and most extended variant (large values of $R_C$ and $K_{SPRING}$, lower right panel Figure 2A). Intermediate deformations are observed not only with intermediate values of $R_C$ and $K_{SPRING}$ but also with combinations of short/strong and long/weak values for $R_C$ and $K_{SPRING}$, respectively. This behavior indicates that $R_C$ and $K_{SPRING}$ compensate each other to maintain the overall structure of the protein.

A similar behavior is observed when monitoring the root-mean-square fluctuation of each residue (RMSF_res) with respect to its average position (Figure 2B). However, it can also be seen that the pattern of the residue-fluctuations (distribution of peaks and valleys across the sequence) varies significantly in some cases between one set of $R_C$ and $K_{SPRING}$ parameters and another. These variations indicate that notwithstanding the compensating effect of the scaffold parameters in relation to overall deformation and amplitude of fluctuations, accurate fluctuation patterns that would agree with experimental B-factors or residue fluctuations computed from atomistic (AT) simulations may only be achieved for specific combinations of the scaffold parameters. This effect can be observed in Figure 2B by comparing the AT (red) and CG (black) fluctuations that show that only the parameters sets $R_C = 0.9$ or 1.0 nm with $K_{SPRING} = 500$ kJ mol$^{-1}$ nm$^{-2}$ provide reasonable overlap between the CG and AT models. To address this issue more in depth, we carried out a systematic comparison between several structural and dynamical properties computed from MD simulations using AT and ELNEDIN representations using three distinct proteins each representing a different structural class.

Comparison of Structural and Dynamical Properties Computed from MD Simulations using AT and ELNEDIN Representations. The B1 domain of protein G, the villin headpiece subdomain, and the α-spectrin SH3 domain, were used for the comparison of AT and ELNEDIN models. These proteins belong to different structural classes: the B1 domain belongs to the $\alpha + \beta$ class, the villin headpiece is an all-α protein, and the SH3 domain belongs to the all-β class. The small size of these proteins allowed relatively long (∼100 ns) MD simulations to be performed in an acceptable amount of time with an atomistic (AT) representation. It is important to note that limiting ourselves to small proteins does not affect the generality of our study because ultimately we do not intend to scaffold large proteins with a single EN but with discontinuous or independent elastic networks instead (see below).

For each protein, MD simulations using an AT representation were carried for 100 ns, and MD simulations using an ELNEDIN representation were carried out for 20 ns (corresponding to an effective time of 80 ns$^8$). The parameters for the EN scaffold were varied systematically with $R_C$ (nm) $\in \{0.6, 0.8, 0.9, 1.0, 1.2\}$ and $K_{SPRING}$ (kJ mol$^{-1}$ nm$^{-2}$) $\in \{10, 50, 100, 200, 500, 1000, 2000, 5000, 10000\}$. Thus for each protein a total of 45 MD simulations were performed using an ELNEDIN representation.

Four physical quantities were computed from each MD trajectory: (1) the time-average root-mean-square deviation (RMSD) of the backbone beads (Cα atoms), which quantifies the global deformation of the protein with respect to the experimental model, (2) the root-mean-square deviation of the backbone beads per residue (RMSD_res) which quantifies the structural deformation (deviation from the initial structure) of each amino acid, (3) the root-mean-square fluctuation of the backbone beads per residue (RMSF_res) which measures the fluctuation (deviation with respect to the mean position) of each residue, and (4) the large-amplitude collective motions of each protein system. The collective
motions were computed by essential dynamics analysis.\textsuperscript{74,75} The comparison between ELNEDIN and AT was quantified using four similarity indices: $\Delta$RMSD, $\Delta$RMSD$_{res}$, $\Delta$RMSF$_{res}$, and RMSIP (see Methods). The values of these indices are reported on 2D contour maps in $R_{c}/K_{SPRING}$ space (Figure 3). The values of the indices are color-coded so that the similarity between ELNEDIN and AT simulations increased from red to blue for all four indices considered. Note that low values for $\Delta$RMSD, $\Delta$RMSD$_{res}$, $\Delta$RMSF$_{res}$ indicate high similarity but that low RMSIP values indicate low similarity.

Figure 3. Comparing ELNEDIN and AT representations. The values of $\Delta$RMSD, $\Delta$RMSD$_{res}$, $\Delta$RMSF$_{res}$, and RMSIP are reported for each of the three model proteins. For all four indices of similarity the color-coding ranges from red to blue, so that regions of low similarity between ELNEDIN and AT models always appear in red, while regions of high similarity are colored in blue. Note that low values for $\Delta$RMSD, $\Delta$RMSD$_{res}$, $\Delta$RMSF$_{res}$ indicate high similarity but that low RMSIP values indicate low similarity.

for all three proteins and suggests that the compensatory behavior is independent of the structural class of the protein. This result is consistent with the work of Tirion who reported a similar inverse relationship between these two parameters in order to maximize the agreement between EN and classical normal-mode analysis.\textsuperscript{19} It is noteworthy, however, that the width of the diagonal region within which quantitative agreement (agreement in EN and AT is achieved, varies from one protein to the other, suggesting that optimal values for $R_{C}$ and $K_{SPRING}$ may depend on the specific protein.

Such a protein specific behavior is even more marked in the case of the RMSIP index. For this index, the region of $R_{C}$ and $K_{SPRING}$ values for which the ELNEDIN model agrees with the AT model is confined to a specific perimeter, which is not diagonal (i.e., the effects of $R_{C}$ and $K_{SPRING}$ do not compensate one another) and whose extent and shape differs for each protein (compare the blue regions across bottom three panels in Figure 3). The reason why a protein specific behavior appears readily in the RMSIP index is that the computation of this latter index is more sensitive to the variation of the measured property (in this case the positional fluctuation) across the sequence than the other indices. Indeed, in the case of the $\Delta$RMSD, $\Delta$RMSD$_{res}$ and $\Delta$RMSF$_{res}$ indices these sequence variations are averaged out, and therefore not as readily detectable, although present (see the distribution of peaks and valleys of the residue fluctuations of the B1 domain of protein G in Figure 2B). Thus, taken together, these results suggest that while the compensatory mode in which $R_{C}$ and $K_{SPRING}$ influence the structural and dynamical properties may be independent of the specific protein being modeled, the region in the $R_{C}/K_{SPRING}$ space that gives the best quantitative agreement between ELNEDIN and AT models is protein specific.

Nevertheless, a region of $R_{C}/K_{SPRING}$ space in which ELNEDIN models provide adequate quantitative structural and dynamical agreement with AT models could be delineated (data not shown). A search for a consensus set of parameters across the various indices and protein systems revealed that values within 0.8 and 1.0 nm for $R_{C}$ and ranging from 500 to 1000 kJ mol$^{-1}$ nm$^{-2}$ for $K_{SPRING}$ could provide adequate quantitative agreement with atomistic simulations. These values are close to the values of $R_{C}$ = 0.7 nm and $K_{SPRING}$ = 1000 kJ mol$^{-1}$ nm$^{-2}$ used by Bond and co-workers.\textsuperscript{58,59} The values are also within the range used in typical EN applications,\textsuperscript{39–41,43–45,72,80,81} which range from 0.7 to 1.6 nm for $R_{C}$ and from 200 to 4000 kJ mol$^{-1}$ nm$^{-2}$ for $K_{SPRING}$.

It is important to note that in EN-based normal-mode analysis the spring force constant is a parameter that is usually adjusted a posteriori in order to match the amplitude of the fluctuations with experimental B-factors for example. In that case the value of the spring force constant only affects the amplitude of the motions, not their directions. EN models are therefore often referred to as single parameter ($R_{C}$) models. This is not the case for an ELNEDIN model. Both $R_{C}$ and $K_{SPRING}$ contribute to the accuracy of the model. This is because, as stated earlier, beads connected via springs do not interact with each other via nonbonded potentials. Thus an increase (respectively decrease) in the value of $R_{C}$ will...
Figure 4. Long time-scale simulations using two distinct scaffolds. The RMSD vs time* of the three protein models relative to their respective experimental structure during long ELNEDIN simulations is shown. (A) The villin headpiece subdomain. (B) The B1 domain of protein G. (C) the src SH3 domain. The values of the $R_C$ (nm) and $K_{SPRING}$ (kJ mol$^{-1}$ nm$^{-2}$) constants used in the simulations are indicated above the panels: left panel simulations use a 0.9/1000 $R_C/K_{SPRING}$ combination, while the right panel simulations use a 0.8/500 combination.

modify the potential energy in two ways: (1) it will reduce (respectively increase) the number of bead pairs that can interact via nonbonded potentials and (2) increase (respectively reduce) the number of bead pairs that will interact via harmonic springs ($K_{SPRING}$). This interplay between the elastic network and the nonbonded potentials of the CG force field has the appealing consequence of introducing anisotropy in the description of the protein, akin to that sought in anisotropic network models,$^{41,46,81}$ despite the use of an isotropic network.

Long Time-Scale Behavior of ELNEDIN Models. To evaluate the behavior of ELNEDIN models during long MD simulations, each of the three test proteins, the villin headpiece subdomain, the B1 domain of protein G, and the $\alpha$-spectrin SH3 domain, was simulated for 8 $\mu$s*.$^{1}$ Two distinct combinations of spring force constant and cutoff radius were used: (i) $R_C = 0.9$ nm, $K_{SPRING} = 1000$ kJ mol$^{-1}$ nm$^{-2}$ (0.9/1000) and (ii) $R_C = 0.8$ nm, $K_{SPRING} = 500$ kJ mol$^{-1}$ nm$^{-2}$ (0.8/500). The time series of the RMSD of each protein from its experimental structure are shown in Figure 4. Overall, the plots indicate that in all cases the native fold is well preserved (average RMSD value $\pm 0.2$ nm). This is expected since we are using an EN scaffold for that very purpose. But the plots also reveal how the quality of the scaffold might influence the ability of a given system to experience transient structural transitions during a simulation. This effect is clear in the case of the villin headpiece subdomain and the B1 domain of protein G, which experience more conformational transitions when modeled with the 0.8/500 scaffold than with the 0.9/1000 one. Visual inspection of the trajectories indicated that these conformational changes involved changes in orientation of secondary structure elements. These transitions had a lifetime on the order of 10–100 ns, and the protein always returned to the native state. This behavior was not as marked for the SH3 domain in which only very small amplitude conformational transitions were observed. The smaller amplitude of the conformational transitions in the SH3 domain may be due to its higher degree of compactness with respect to the other systems (e.g., for a given cutoff value SH3 has the largest average number of springs per residue followed by protein G and then villin). Taken together, these data indicate that despite the intrinsic bias that an EN scaffold might introduce toward the native structure it does not preclude changes in the relative orientation of secondary structure elements. However the ability to observe such transitions depends on the choice of EN parameters.

To ascertain that the dynamic behavior observed for each protein is in line with experimental data we compared the residue-based fluctuations obtained from each long-time-scale simulation to those computed from the NMR ensemble of the cognate structure deposited in the PDB. The correlation coefficients between the two sets of values are reported in Table 1. Overall the data shows good agreement with experimentally derived fluctuations with correlation coefficients ranging from 0.62 to 0.86. These values indicate that the pattern of fluctuations across the sequence obtained from the simulation was very similar to that obtained from the ensemble of structures satisfying the NMR restraints. Note that the level of agreement between the experimental and ELNEDIN data depends, to a large extent, on the quality of the underlying atomistic simulations from which the optimal choice of EN parameters was inferred.

<table>
<thead>
<tr>
<th>$R_C/K_{SPRING}$</th>
<th>Villin headpiece subdomain</th>
<th>B1 domain of protein G$^a$</th>
<th>SH3 domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8/500</td>
<td>0.71$^b$ – 0.85$^c$</td>
<td>0.73</td>
<td>0.75$^e$–0.86$^f$</td>
</tr>
<tr>
<td>0.9/1000</td>
<td>0.80$^d$</td>
<td>0.62</td>
<td>0.68$^a$</td>
</tr>
</tbody>
</table>

$^a$ Only $Ca$ atoms were used to compute the fluctuations. $^b$ The NMR ensemble of structures was taken from entry 2JMO$^{98}$ in the PDB. Note that this entry contains a fluorinated residue. $^c$ The correlation coefficient with respect to the fluctuations computed from a 4 $\mu$s* long simulation with $R_C/K_{SPRING} = 0.8/500$ of the wild-type NMR structure (PDB entry 1VII$^{99}$) is 0.85. $^d$ The NMR ensemble structures was taken from entry 1GB1$^{100}$ in the PDB. $^e$ The ensemble of NMR structures was taken from entry 1AY$^{101}$ in the PDB. This entry corresponds to the wild-type sequence protein and not the mutant sequence used here. $^f$ The correlation coefficient with respect to the fluctuations computed from a 4 $\mu$s* long simulation with $R_C/K_{SPRING} = 0.8/500$ of the wild-type structure (PDB entry 1SHG$^{102}$) is 0.86.

Application of ELNEDIN to Large Macromolecular Assemblies. We chose to model the viral capsid of the Cowpea Mosaic Virus (CPMV PDB entry 1NY$^{75}$). The viral capsid of CPMV is a highly symmetrical assembly consisting of 60 copies of two proteins having 190 and 369 residues, respectively. This assembly is almost spherical in shape with a $\sim$26 nm diameter (Figure 5A). After solvation, the system contained 268,883 CG beads, which would correspond to 2,852,940 atoms if an atomistic representation were used.

Since a single EN scaffold might adversely affect the dynamics of the viral capsid, for example, by interfering with
The viral capsid of CPMV is shown sliced across the middle. The red dots are solvent molecules; the S viral protein is shown in orange and the L viral protein in gray and blue for aesthetic reasons only.

Figure 5. Modeling the Cowpea Mosaic virus (CPMV). (A) The viral capsid of CPMV is shown sliced across the middle. (B) Plot of the RMSD from the initial configuration and radius of gyration ($R_g$) of the capsid vs time $t$.

Changes in the relative orientations of the protein domains with respect to each other, EN scaffolds were built for each protein domain separately. But each EN scaffold was built using the same values of $R_C$ and $K_{SPRING}$, that is, 0.9 nm for $R_C$ and 500 kJ mol$^{-1}$ nm$^{-2}$ for $K_{SPRING}$. Note that beads in distinct proteins interact according to the nonbonded terms of the MARTINI force field. The overall ELNEDIN model was simulated for 400 ns$^*$ at 1 atm and 300 K.

The time series of the RMSD and the radius of gyration ($R_g$) are shown in Figure 5B. Both parameters indicate that the CPMV capsid is structurally stable. The overall RMSD, which remains below ~0.5 nm throughout the simulation, is remarkably small considering the size of the system. Moreover, the viral capsid did not show any symptom of collapse as has been observed for similar systems using an atomistic force field or a more approximate level of coarse-graining than the one used here. This suggests that large macromolecules can be modeled effectively as assemblies of independent ELNEDIN models. One reason for this apparent success might be that maintaining the structural integrity of each subunit independently may have contributed favorably to the overall stability of the viral capsid. This effect may need to be investigated further if reliable mechanistic inferences are sought concerning CPMV. However, this is beyond the scope of the current study. Finally, it is interesting to note that it took about 50 ns for the viral capsid to reach a reasonably stable value for the RMSD and $R_g$, suggesting that for such large systems the period of relaxation is significantly longer than for smaller proteins.

Application of ELNEDIN to Protein–Protein Association. As a last application, we evaluated the ability of ELNEDIN models to be used for the study of protein–protein association processes. A mutant (PDB entry 1RPO) of the repressor of primer protein (ROP) was used for this test. ROP is a homo dimeric four-helix bundle. Each monomer consisting of two antiparallel $\alpha$-helices. ELNEDIN models were prepared for the native dimer configuration as well as for three other configurations in which the monomers were placed at 0.5 nm (TX = 0.5), 1.0 nm (TX = 1.0), and 1.5 nm (TX = 1.5) from each other by simple translation in the direction perpendicular to the plane defined by the monomer–monomer interface. The relative orientation of the two monomers was not modified. It would have added the difficult task of sampling the conformational space, which is beyond the scope of the present test. For each starting configuration, native, TX = 0.5, TX = 1.0, and TX = 1.5, five independent MD simulations (400 ns$^*$) were carried out by using different sets of initial velocities. Two slightly distinct EN scaffolds were tested: one with $R_C = 0.9$ nm and $K_{SPRING} = 500$ kJ mol$^{-1}$ nm$^{-2}$ (0.9/500), and the other with $R_C = 1.0$ nm and $K_{SPRING} = 1000$ kJ mol$^{-1}$ nm$^{-2}$ (1.0/1000). Note that while each monomer model used the same $R_C$ and $K_{SPRING}$ values for the EN scaffold, each monomer possessed its own separate scaffold and was thus free to move independently from the other monomer during the MD simulation.

The MD simulations of the native dimer configuration showed that the four-helix bundle could adopt two distinct conformations. These are marked native 1 and native 2 in Figure 6A. The native 2 conformation differs from the native 1 (experimental structure) in the degree by which the monomers are tilted with respect to each other. The significance of this second orientation is not clear but it is noteworthy that similar but less pronounced changes have also been observed in atomistic simulations of ROP. The two native conformations were observed for both EN scaffolds. When simulating the translated systems formation of either the native 1 or native 2 states was taken as a successful reassembly event.

The results of the various monomer association tests were as follows. Monomers that were placed 0.5 nm apart (TX = 0.5 runs) were always able to reassemble into a native structure, and this was true for both EN scaffolds. TX = 1.0 systems were also able to reassemble into a native structure but in this case the more flexible scaffold performed better than the more rigid one: 5 out of 5 successful reassemblies were obtained for the 0.9/500 scaffold vs 2 out of 5 for the 1.0/1000 scaffold. The same trend but with less success overall was observed for the TX = 1.5 systems: 2 out of 5 runs produced a native structure when using the 0.9/500 scaffold vs only 1 out of 5 runs produced a native structure when using the 1.0/1000 scaffold. Runs that failed to produce a native structure after 400 ns$^*$ of MD simulation all showed that the monomers had assembled into non-native states burying sometimes as much surface area as the native structure (data not shown). No attempt was made to study...
these non-native systems, which would be considered false positives in a docking experiment, in more detail.

Taken together, these results show that the quality of the scaffold affects the ability of the monomers to reassemble into a native structure. This is not surprising since the stability of a given structure (be it tertiary or quaternary in this case) is likely to arise from a balance between local/internal and long-range interactions. It is noteworthy that the more successful scaffold is also the more flexible one (0.9/500 vs 1.0/1000). This finding is consistent with the recognized importance of flexibility in molecular recognition and underlines the necessity to include an accurate description of a protein’s internal dynamics when attempting to predict protein–protein interactions.

Visual inspection of the reassembly process in the various successful runs revealed the interesting fact that the sequence of conformational rearrangements that followed the initial encounter and led to the final native structure was not unique. In fact, reassembly proceeded in a different manner in each case. Such multiplicity of pathways has been observed by others and has led to the hypothesis that protein association like protein folding also proceeds on a funnel-shaped free-energy landscape. No effort was made to analyze these pathways further since many more simulations would be needed to establish statistically significant results. Nevertheless, for illustration purposes only, one such pathway is depicted in Figure 6B where the time series of the RMSD value of the complex relative to the experimental structure is shown together with representative structures at the different stages of the association process. The figure shows that the two monomers rapidly came into contact with each other. The packing of the core is out-of-register (see side-view at 20 ns*) and is shifted laterally (see top-view) with respect to the native state (shown in red). Following this encounter the process of association took ~130 ns* and could be described as one monomer slithering along the length of the other monomer until the stable native interface (native 2) was reformed. The complex then remained stable for the following 250 ns* of the simulation with an RMSD value of 0.3 nm from the experimental structure.

Overall the result of these, albeit limited, docking experiments are extremely encouraging and suggests that the combination of a structure-based and a physics-based CG model such as ELNEDIN might provide a valuable approach to the difficult task of predicting protein–protein interfaces and association processes.

**Conclusion**

We have investigated the possibility to combine a structure-based and physics-based coarse-grained model into a unique representation. An elastic network was mixed with the MARTINI 2.1 force field for the purpose of carrying out molecular dynamics simulations of biological systems. The effect of varying the properties of the EN on the quality of the model was studied systematically. The results of these computational studies show that it is possible to identify appropriate values for the EN parameters, $R_C$ and $K_{SPRING}$, such that the resulting ELNEDIN model is capable to reproduce simultaneously the global and local deformations of a protein, its residue fluctuations, and its large-amplitude collective motions, as observed in atomistic models. Although, the optimal values for $R_C$ and $K_{SPRING}$ depend on the specific protein studied, we find that values ranging from 0.8 to 1.0 nm for $R_C$ and from 500 to 1000 kJ mol$^{-1}$ nm$^{-2}$ for $K_{SPRING}$ can provide adequate quantitative agreement with atomistic simulations. The results also show that ELNEDIN models are stable enough to allow microsecond time-scale molecular dynamics simulations to be carried out readily. In some cases, transient structural changes corresponding to changes in orientation of elements of secondary structure can be observed during these simulations. But it should be noted that because of the inherent structural bias of EN toward
the reference configuration, the model cannot be expected to produce conformational changes akin to those necessary for a protein to fold. Finally, we find that large biological entities such as the viral capsid of the cowpea mosaic virus can be stably modeled as assemblies of independent ELNEDIN models, and that ELNEDIN models show significant promise for modeling protein association processes.

Abbreviations. AT, atomistic; CG, coarse-grained; EN, elastic network; MD, molecular dynamics; NMR, nuclear magnetic resonance; RMSD, root-mean-square deviation; RMSD_res, root-mean-square deviation per residue; RMSF_res root-mean-square fluctuation per residue; RMSIP, root-mean-square inner-product. CPMV, cowpea mosaic virus; ROP, repressor of primer.
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