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The theory of the optical properties of linear and tubular molecular J-aggregates is reviewed. The primary optical excitations in these systems are Frenkel excitons, which may be delocalized over many molecules. The collective nature of these excitations gives rise to special optical properties and dynamics, which are of interest for purely scientific reasons, but also enable the application of J-aggregates as photographic sensitizers and artificial light-harvesting systems. The focus of this paper is on the effect of aggregate geometry, disorder, and temperature on the absorption and fluorescence spectra. Also transport of excitations between J-aggregates is discussed. Connection is made to experiments on aggregates of cyanine dyes and natural light-harvesting systems.
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1. INTRODUCTION

The study of the collective optical properties of molecular aggregates has had a long history, starting with the pioneering works of Jelley [1] and Scheibe [2] in the 1930s. While continuous progress has been made throughout this history, in particular in relation to color sensitization of photographic emulsions by aggregates of cyanine dyes [3], the scientific interest in these systems has grown strongly in the past 15–20 years. The reason lies in (i) novel ultrafast and nonlinear optical techniques that have been applied since the late 1980s to probe the collective optical excitations in aggregates and (ii) the strongly increased theoretical understanding of the many-particle dynamics involved, partly stimulated by the ever growing computational possibilities to simulate these dynamics. Finally, the interest in the optical properties of molecular assemblies has been stimulated by the discovery that light-harvesting complexes in natural photosynthetic systems of bacteria and higher plants are governed by principles very similar to those holding in aggregates of synthesized dyes[4].

During the past two decades, topics of special interest have been the cooperative spontaneous emission of Frenkel excitons in molecular aggregates (exciton superradiance) [5] and the temperature dependence of the emission rate [6–10], the line width [11, 12], and energy transport [13, 14]. For aggregates these properties may exhibit a completely different temperature dependence than for single molecules. Examples are the increase of the radiative lifetime with growing temperature and a nonmonotonic temperature dependence of the fluorescence Stokes shift. The quest for a quantitative understanding of the observed behavior is complicated by the interplay between intermolecular excitation transfer interactions, disorder, and coupling to a phonon bath. Special attention has also been devoted to nonlinear optical response and the role of multie exciton states [15–17]. Two-exciton states may be probed using pump-probe spectroscopy [18], which gives insight into the exciton localization size [19–21]. This size results from the competition between disorder and intermolecular transfer interactions and has been the topic of many studies and much debate, in particular for the photosynthetic antenna complex LH2 of purple bacteria [22].

Varying the aggregate morphology and the effects thereof on the optical response has been another topic of growing interest during the past decade. Triggered by linear dichroism data for J-aggregates of cyanine dyes in a streaming solution [23], until the early 1990s most model studies of molecular aggregates had been performed assuming a linear geometry, that is, treating the aggregate as a one-dimensional object. While many of the optical properties of J-aggregates may indeed be understood using this picture, various types of aggregates have been discovered for which direct imaging reveals an alternative geometry. The best known example is the LH2 complex mentioned above, which has a circular structure, containing two rings of 8–18 bacteriochlorophyll molecules [24, 25]. Another example from nature is
the tubular aggregates that are found in the chlorosomes of green bacteria [26, 27]. The work of Daehne and coworkers, aimed at new classes of carbocyanine dye molecules [29], led to self-assembled systems with a wide variety of geometries [30, 31]. Amongst those are double-wall cylindrical aggregates [32–34] (coined “amphi-PIPEs”), which in many respects resemble the tubular aggregates in the chlorosomes. It will be of interest to see whether they can be developed into novel types of artificial light-harvesting systems.

The goal of this paper is to present a review of recent advances in modeling the optical properties of Frenkel excitons in J-aggregates, with a specific interest in the role of geometry, disorder, and temperature. This paper closely follows the overview presented at Solar 2006, held in Cairo. The outline of this paper is as follows. In Section 2 the general Frenkel exciton model is presented, the exciton states and absorption spectrum are analyzed for homogeneous linear and tubular aggregates, and the effect of static disorder is discussed. The dynamics of the excitons resulting from the interaction with vibrations is the topic of Section 3, together with the effects of this dynamics on the absorption and fluorescence spectra. In Section 4, we briefly address several aspects of excitation energy transport between molecular assemblies. Finally, in Section 5 we summarize and discuss the outlook of this field.

2. FRENKEL EXCITONS ON CHAINS AND TUBES

2.1. General

The optical properties of molecular aggregates are governed by Frenkel excitons, that is, excitations in which electron and hole are tightly bound [35]. Driven by intermolecular interactions, the electron-hole pair may propagate through the aggregate, while at each instant of time, electron and hole occupy the same molecule. Frenkel excitons are described conveniently on a basis of molecular excited states. Often it suffices to consider just one such state, which dominates the optical response of the molecule. Let us denote by $|n\rangle$ the aggregate’s state in which only molecule $n$ is excited. Linear superpositions of such one-quantum states govern the linear optical properties (absorption and fluorescence) of the aggregate. The corresponding Hamiltonian may be expressed using the basis $\{|n\rangle\}$ and reads:

$$H_{ex} = \sum_{n,m} H_{nm} |n\rangle \langle m| + \sum_n \epsilon_n |n\rangle \langle n| + \sum_{n,m} * f_{nm} |n\rangle \langle m|.$$ (1)

Here, $\epsilon_n$ is the transition energy of molecule $n$, which may differ from one molecule to the other as a result of random solvent shifts induced by the host medium. Furthermore, $f_{nm}$ is the excitation transfer interaction between molecules $n$ and $m$, which equals the matrix element of the total electronic interaction Hamiltonian between the molecules calculated for the states $|n\rangle$ and $|m\rangle$ (the asterisk on the summation excludes terms with $n = m$) [35]. For large intermolecular separation, $f_{nm}$ reduces to the interaction between the transition point-dipoles of both molecules; for closely spaced molecules it may be necessary to resort to extended dipoles or full integrations over the charge distributions of the molecular states involved [34, 36, 37].

The transition dipole between the ground state and the excited state of molecule $n$ will be denoted $\mu_n$. Throughout this paper we will assume that all dipoles have equal magnitude $\mu$, but their directions may differ. This will be particularly important when considering tubular aggregates. The total dipole operator of the aggregate is given by

$$M = \sum_n \mu_n |n\rangle \langle g| + \text{h.c.},$$ (2)

where $|g\rangle$ is the overall ground state, that is, the state in which all molecules are in the ground state. Here, we have assumed that the aggregate (or at least the exciton localization size) is small compared to an optical wavelength.

The exciton Hamiltonian above does not yet account for the interaction with dynamic degrees of freedom in the environment, in particular vibrations. Such interactions, which form the basis for understanding the exciton dynamics and the temperature dependence of the optical properties, will be added in Section 3. At the current level, the model bears most relevance to low-temperature properties.

2.2. Homogeneous chains and tubes

Several of the salient optical properties of molecular aggregates may be understood by considering the idealized case in which we neglect disorder. We thus take $\epsilon_n = \epsilon_0$ for all molecules. The resulting symmetry in the Hamiltonian allows for analytical solutions of the exciton eigenstates.

2.2.1. Linear aggregates

We will first consider one-dimensional aggregates. In that case, $n = 1, \ldots, N$ labels the positions of the $N$ molecules on the chain and we will assume that all transition dipoles are parallel (see Figure 1). The dipole-dipole transfer interactions are then given by $f_{nm} = -J/|n - m|$, with $-J$ being the interaction between two nearest neighbors (the minus sign is added, because for J-aggregates the dominant interactions are negative, i.e., $J > 0$). For simplicity we will assume periodic boundary conditions, identifying molecule $N + 1$ with...
molecule 1. In that case, the exciton eigenstates are the Bloch states

$$|k\rangle = \frac{1}{\sqrt{N}} e^{2\pi i k n/N} |n\rangle,$$

with energy

$$E_k = \epsilon_0 - 2J \sum_{n=1}^{(N-1)/2} \frac{1}{N^2} \cos \frac{2\pi kn}{N},$$

where $k$ denotes the quantum number (quasimomentum) that takes the values $k = 0, \pm 1, \pm 2, \ldots, \pm ((N - 1)/2)$. The oscillator strengths of the exciton states are given by

$$|M_k|^2 = N\mu^2 \delta_{k,0}.$$  

This marks the first important result: the $k = 0$ state collects all the oscillator strength of the individual molecules; all the other states are dark. This can be traced back to the fact that in the $k = 0$ state all molecular dipoles oscillate exactly in phase. Accordingly, this state is referred to as superradiant or as a state with giant oscillator strength.

The superradiant nature of the lowest exciton state in one-dimensional J-aggregates has two consequences. First, the absorption spectrum contains one peak that is red-shifted relative to the monomer transition (at $\epsilon_0$) over an amount $2J/\sum_n n^{-3}$, which for long chains equals about 2.4 $J$. Such a red-shift indeed is characteristic for J-aggregates and the corresponding peak is referred to as the J-band. This band has been known since the 1930’s [1, 2]. Second, since the spontaneous emission rate of a state is proportional to its oscillator strength, the $k = 0$ state shows a radiative decay that is $N$ times faster than that of a single molecule. Such ultrafast spontaneous emission was indeed observed for the first time by Wiersma and coworkers, for aggregates of the dye pseudo-isocyanine (PIC) [5].

The gathering of most of the oscillator strength in one state is not limited to aggregates with periodic boundary conditions. Even if we apply open boundary conditions (which break the perfect translational symmetry), we find that the lowest exciton state acquires as much as 83% of the oscillator strength and for long chains is positioned at the same energy as with periodic boundary conditions [38]. To close this section, we note that also in two-dimensional aggregates (molecular monolayers, such as those formed by the Langmuir-Blodgett technique), one absorption peak dominates, provided that the transition dipoles of all molecules are parallel to each other [39]. As we will see, for tubular aggregates (rolled monolayers), more than one exciton state becomes superradiant.

2 It is assumed that $N$ is odd; if $N$ is even, we have $k = 0, \pm 1, \pm 2, \ldots, \pm (N/2 - 1), N/2$ and the summation over $n$ in (4) extends over $n = 1, 2, \ldots, (N/2 - 1)$ and adds the term with $n = N/2$ with an overall factor 1/2. Similar for $k_j$ and $s_j$ in the case of the tubular aggregate.

2.2.2. Tubular aggregates

As mentioned in the Introduction, tubular molecular aggregates occur in the photosynthetic systems of green bacteria and also have been prepared synthetically using amphiphilic cyanine dyes. Both the natural and synthetic systems have diameters in the order of 10 nm and a length in the order of a few hundred nanometers, up to microns. As we will see, the optical properties of tubular aggregates are richer than those of linear chains (and monolayers), in the sense that they have more than one superradiant state and more than one J-band.

A tubular aggregate consisting of a single wall may be thought of as a two-dimensional lattice of molecules that is wrapped on a cylindrical surface without a seam [34], much like the construction of a carbon nanotube from a graphene sheet. Alternatively, it can be shown that such an aggregate may be considered a stack of rings, as has been illustrated in Figure 2 [34]. There are $N_1$ equidistant rings stacked on top of each other, with each ring containing $N_2$ equidistant molecules. In case the tube has a helical structure, each next ring is rotated relative to the previous one over an angle $\gamma$. Each molecule is uniquely labeled by a two-dimensional vector $\mathbf{n} = (n_1, n_2)$, where $n_1$ denotes the ring number and $n_2$ the position of the molecule in that ring. The transition dipoles of the molecules follow the cylindrical symmetry. Thus, the component of the dipole along the axis of the cylinder is equal $\mu \cos \beta$ for each molecule, while the component in the plane of the rings has equal magnitude $\mu \sin \beta$ and rotates around the cylinder with a constant angle $\alpha$ relative to the local tangent of the ring at the position of the molecule.

In the absence of disorder, the system has cylindrical symmetry which dictates Bloch character of the exciton eigenstates in the $n_2$ coordinate. If we assume that we are dealing with long cylinders, it is reasonable to impose
peripheral boundary conditions in the \(n_1\) direction with \(N_1 y = 2\pi l\) (\(l\) integer), which implies that also in that coordinate the eigenstates have Bloch nature. We then have as exciton states

\[
|k\rangle = |(k_1, k_2)\rangle = \frac{1}{\sqrt{N_1 N_2}} \sum_n e^{2\pi i [k_1 n_1 / N_1 + k_2 n_2 / N_2]} |n\rangle,
\]

with \(k_i = 0, \pm 1, \pm 2, \ldots, \pm ((N_i - 1)/2)\) \((i = 1, 2)\) (see footnote 2). The energy of these states is given by

\[
E_k = \varepsilon_0 + 2 \sum_{s_1 = 0}^{(N_1 - 1)/2} \sum_{s_2 = 0}^{(N_2 - 1)/2} s |f(s)\cos \left(2\pi \left[ \frac{k_1 s_1}{N_1} + \frac{k_2 s_2}{N_2} \right]\right|,
\]

where \(s = (s_1, s_2), f(s) = J_{n+s, n}\) and the asterisk excludes the term \(s = 0\).

For long cylinders, the oscillator strengths of the collective states are given by \([40]\),

\[
|M_k|^2 = N_1 N_2 \mu^2 \left[ \cos^2 \beta_0 k_0 + \frac{1}{2} \sin^2 \beta \left(\delta_0 k_h + \delta_0 k_{-h}\right)\right],
\]

with \(h = (\gamma N_1 / 2\pi, 1)\), the helical wave vector. Hence, there are three superradiant states; the one with \(k_2 = 0\) is polarized along the axis of the cylinder, while those with \(k_2 = \pm 1\) are polarized perpendicular to this axis, that is, in the plane of the rings. The reason is that for \(k_2 = 0\) the components of the molecular dipoles along the axis add in phase to form a giant dipole \(\sim \sqrt[N_1 N_2]{N_1 N_2}\), while those in the planes of the rings add to zero. For the \(k_2 = \pm 1\) states, the components along the axis, weighted with the appropriate Bloch factor, add to zero, while the components in the plane of the rings add to form giant dipoles.

The states with \(k = \pm h\) are degenerate, so that together they give rise to one absorption peak. Hence, the absorption spectrum of a long cylinder has two peaks with mutually perpendicular polarization. The positions of these peaks are determined by the system parameters, in particular they are strongly affected by the orientation of the dipoles and the relative position of nearest-neighbor molecules in adjacent rings. In the case of the double-wall cylinders formed by self-assembly of the dye 3,3′-bis(3-sulphopropyl)-5,5′, 6, 6′-tetrachloro-1,1′-diocetylbenzimidacarbocyanine (C8S3) and also for the chlorosomes in green bacteria, the superradiant state with \(k = 0\) lies at the lower edge of the band of states with \(k_2 = 0\), while the states with \(k = \pm h\) lie at a finite distance above the edge of the \(k_2 = 1\) band.

This basic picture agrees with the absorption and linear dichroism (LD) spectra of the C8S3 amphip-PIPEs, for which three J-bands (red-shifted relative to the molecular transition) are observed, with the lower two polarized along the tube axis and the highest perpendicular to it \([34]\). As these aggregates contain two weakly interacting concentric cylinders (double wall system), one expects four J-bands: two polarized parallel and two perpendicular to the axis. It turns out that the superradiant states with \(k = \pm h\) are so close in energy for the two cylinders, that their absorption peaks (broadened by disorder and dynamics) merge into one. This is confirmed by pump-probe experiments, which show that the highest energy J-band indeed can be associated with both cylinders \([41, 42]\). For chlorosomes, which have a single-wall cylindrical structure, the superradiant transitions in the \(k_2 = 0\) and \(k_2 = \pm 1\) bands are separated by less than their widths, which makes it hard to distinguish them in absorption and linear dichroism experiments \([27, 40]\); the circular dichroism reveals a rich structure, however, which can also be understood on the basis of the \(k_2 = 0, \pm 1\) bands \([40]\).

While for a system without disorder the Bloch nature of the states in the \(n_2\) direction is exact (owing to the cylindrical symmetry), the use of periodic boundary conditions and Bloch wave functions in the \(n_1\) direction is really limited to long cylinders. It turns out that for the absorption and LD spectra this length limitation is not too severe \([43]\). By contrast, for calculating the circular dichroism (CD) spectrum, the use of periodic boundary conditions is very restrictive. The reason is that this spectrum is very sensitive to small differences in transition energies and rotary strengths. Analytical solutions that circumvent this problem first use the decomposition into bands characterized by a transverse wave number \(k_2\) (same meaning as above) and then solve the effective one-dimensional problem left for each \(k_2\) band. Then dipole allowed states only exist in the \(k_2 = 0\) band (polarized along the cylinder axis) and in the \(k_2 = \pm 1\) bands (degenerate and polarized perpendicular to the axis). Good approximate solutions to the remaining one-dimensional problems have been found, which show that in the \(k_2 = 0\) band one superradiant state dominates the optical response, while in the \(k_2 = \pm 1\) bands three close lying states dominate \([43]\). These three states exhibit a strongly helical distribution of exciton amplitude on the cylinder. For very long cylinders, they get degenerate at the energy \(E_h\), so as to become consistent with the solution with periodic boundary conditions.

2.3. Effects of disorder

Energetic disorder breaks the translational symmetry and mixes the exciton eigenstates found in the absence of disorder. As a result, excitons that are (almost) dark in the absence of disorder and that lie close to a superradiant state will borrow oscillator strength from this state. For one-dimensional J-aggregates this leads to the typical asymmetric lineshape of the J-band at low temperatures (cf. Figure 3). As the superradiant state lies at the bottom of the homogeneous band, it only mixes with higher-lying states, resulting in a high-energy tail of the absorption band. The mixing with the higher states also pushes the J-band down in energy, leading to a disorder-induced red-shift. Generally, one resorts to numerical simulations to deal with disordered aggregates \([38, 44]\), but other methods, such as the coherent potential approximation, also give excellent results for linear optical spectra \([39, 45]\).

Mixing of the states leads to their localization on parts of the system \([38, 44, 46]\). As the superradiant emission rate depends on the number of molecules that are excited in phase, it is proportional to the typical band-edge exciton localization size, in stead of the total aggregate size. This explains why the low-temperature superradiant emission rate of linear PIC
aggregates is only 50–70 times larger than that of a single molecule [5, 7, 8], even though these aggregates have a length of thousands of molecules. The excitons apparently are localized on 50–70 molecules. This is confirmed by numerical simulations of exciton localization in the molecular transition energy \(\sigma\), which gives a good fit of the low-temperature J-band with static disorder of strength \(\sigma = 0.13 J\) and \(J = 600 \text{ cm}^{-1}\) (solid line), compared to the measured J-band for aggregates of PIC-Cl at \(13 \text{ K}\).

\[
V = \sum_{n=1}^{N} \sum_{q} V_{nq} |n\rangle \langle a_q + h.c.,
\]

where \(q\) labels the vibrational modes, \(V_{nq}\) characterizes the coupling of mode \(q\) to an excitation on molecule \(n\), and \(a_q^\dagger\) annihilates (creates) a vibration in mode \(q\). The total Hamiltonian of the system of interest is obtained by summing the bare exciton Hamiltonian \(H_{\text{ex}}\) of (1), the interaction \(V\), and the bare vibration Hamiltonian given by

\[
H_{\text{vib}} = \sum_{q} \omega_q a_q^\dagger a_q,
\]

where \(\omega_q\) denotes the energy of a vibration in mode \(q\) (we set \(\hbar = 1\)). In this paper, we will restrict ourselves to the above linear exciton-vibration coupling. The next, quadratic, order of the expansion contains interaction terms of the form \(V_{nq}^{(2)} |n\rangle \langle n| (a_q + a_q^\dagger)(a_q^\dagger + a_q^\dagger^*)\), which will be neglected here [51]. Furthermore, motivated by the disordered nature of most host media that are used in experimental studies of aggregates, we will treat the coupling parameter \(V_{nq}\) as a stochastic variable with respect to the site index \(n\), characterized by \(\langle V_{nq} \rangle = 0\) and \(\langle V_{nq} V_{nq}^\dagger \rangle = \delta_{mn} |V_q|^2\) [50].

If the exciton-vibration coupling is not too large, it is convenient to express \(V\) on the basis of eigenfunctions of the bare exciton Hamiltonian \(H_{\text{ex}}\) and treat it perturbatively. The exciton eigenfunctions in the presence of disorder will be labeled \(|\nu\rangle\). They read

\[
|\nu\rangle = \sum_{n} \varphi_{\nu n} |n\rangle,
\]

with \(\varphi_{\nu n}\) being the \(n\)th element of the \(\nu\)th eigenvector of the matrix \(H_{\text{ex}}\) defined in (1). The corresponding eigenvalue \(E_{\nu}\) denotes the exciton energy. Treated as a perturbation, the exciton-vibration coupling then leads to transfer of excitation probability from one localized state, \(|\nu\rangle\), to another, \(|\mu\rangle\).
Using Fermi’s golden rule, the rate for this transfer, denoted by \( W_{\nu\nu} \), is obtained as \([50]\),

\[
W_{\nu\nu} = \mathcal{F}(|\omega_{\nu\nu}|) G(\omega_{\nu\nu}) \sum_{n} |\phi_{\nu n} \phi_{\nu m}|^2.
\]  

(12)

Here, \( \omega_{\nu\nu} = E_{\nu} - E_{\nu} \) and \( \mathcal{F}(\omega) = 2\pi \sum_{q} |V_q|^2 \delta(\omega - \omega_q) \), which is known as the one-phonon spectral density. Furthermore, \( G(\omega) = n(\omega) \) if \( \omega > 0 \) and \( G(\omega) = 1 + n(-\omega) \) if \( \omega < 0 \), with \( n(\omega) = [\exp(\omega/k_B T) - 1]^{-1} \), the mean thermal occupation number of a phonon mode of energy \( \omega \). We draw attention to the fact that this is where temperature enters our model. Equation (12) holds for any system geometry and disorder realization. We also observe that \( W_{\nu\nu} \) is proportional to the overlap \( \sum_{n} |\phi_{\nu n} \phi_{\nu m}|^2 \) of the excitation probabilities of both excitons, which implies that transfer does not occur between states localized on different parts of the aggregate.

The rates \( W_{\nu\nu} \) describe the population dynamics within the exciton band (intraband relaxation), which have a direct effect on the spectral and temporal characteristics of the fluorescence. We will come back to this later in this section. We first notice, however, that the population transfer also gives rise to a lifetime-induced dephasing rate, which for the \( \nu \)th exciton state is given by \( \Gamma_{\nu} \equiv (1/2) \sum_{\nu} W_{\nu\nu} \) and depends on temperature through the \( n(\omega) \). Together with the dephasing rate \( \gamma_0/2 \) caused by spontaneous emission to the ground state, this thermal dephasing rate determines the homogeneous line width \( \Gamma_{\nu} + \gamma_{0/2} \) that is associated with the contribution of the exciton \( |\nu\rangle \) to the absorption spectrum.

Using the above, one may simulate the absorption spectrum as a function of temperature, accounting for static disorder as well as coupling to vibrations \([47]\),

\[
A(E) = \left\langle \sum_{\nu} F_{\nu} \pi (E - E_{\nu})^2 + (\Gamma_{\nu} + \gamma_{0/2})^2 \right\rangle.
\]  

(13)

where \( F_{\nu} = (\sum_{n} \phi_{\nu n})^2 \) is the dimensionless oscillator strength of the \( \nu \)th exciton state, \( \gamma_{0/2} \) is its radiative rate \( (\gamma_{0/2} \) is the emission rate of a single chromophore), and the angular brackets denote averaging over the static disorder in the \( \epsilon_{\nu n} \). In order to calculate this spectrum, a choice has to be made for the spectral density \( \mathcal{F}(\omega) \). As in general one lacks detailed information about the vibrational modes and their coupling to the molecular excitations, one mostly resorts to a phenomenological form. Common choices follow a power law in \( \omega \), with a possible exponential cut-off at high frequencies.

In the study of linear aggregates of PIC, several authors have addressed the exciton-phonon coupling in order to model temperature dependent experiments. Mostly, vibrations of the chains themselves have been considered; often these were high-frequency local modes \([6, 10, 49]\). However, in the case of a linear aggregate in a host medium, especially at temperatures that are not too high (up to about 100 K), it seems more reasonable to assume that the coupling to acoustic phonons in the host medium dominates the exciton dynamics. This leads to a spectral density that scales as \( \mathcal{F}(\omega) = W_0(\omega/J)^{3} \), with \( W_0 \) being a phenomenological parameter that describes the overall scattering amplitude in the model \([47, 51]\).

Extensive numerical simulations of the absorption line-shape of this model for linear aggregates coupled to acoustic phonons have given several interesting results \([47, 51]\). First, not surprisingly, the line width increases with temperature and the J-band becomes more symmetric, because homogeneous broadening becomes increasingly more important. Second, the full width at half maximum follows an almost universal power law: \( \Delta(T) = \Delta(0) + a W_0 (k_B T / J)^{p} \), where \( a \) and \( p \) depend only weakly on the parameters \( \sigma \) and \( W_0 \). This scaling relation implies that, although the spectrum results from a distribution of exciton states with different dephasing rates, the total width may be interpreted as the sum of an inhomogeneous width, \( \Delta(0) \), and a dynamic contribution. Third, it turned out that the above model (with the disorder strength \( \sigma \) and the scattering strength \( W_0 \) as only fit parameters) yields excellent quantitative fits of absorption and hole-burning line width measurements for PIC aggregates with a variety of counter ions for temperatures up to room temperature (see Figure 4 for PIC-CI). This strongly suggests that acoustic phonons in the host medium play an essential role in the exciton dynamics. It should be noted that a linear frequency scaling of \( \mathcal{F}(\omega) \) cannot describe the experiments \([51]\).

We now turn to the exciton fluorescence. In these experiments, one usually excites the system high in the exciton band. The vibration-induced scattering rates \( W_{\nu\nu} \) lead to relaxation of the exciton population in this band. Finally, near the band bottom, where the states with most oscillator strength reside, the exciton may decay radiatively with rate \( \gamma_{0/2} \). These various processes are shown schematically in

![Figure 4: Simulated (solid line) and measured (squares) full width at half maximum of the J-band of PIC-CI aggregates as a function of temperature. Simulation parameters were \( \sigma = 0.13 J \) and \( W_0 = 16.0 J \) with \( J = 600 \text{ cm}^{-1} \).](image-url)
Figure 5: Schematic picture of the localized exciton wave functions near the lower band edge in a disordered linear chain. Also indicated are the optical pumping and emission processes (wavy arrows) and various intraband relaxation processes (straight arrows).

\[ \dot{P}_\nu = R_\nu(t) - \left[ y_\nu + \sum_\mu W_{\nu\mu} \right] P_\nu + \sum_\mu W_{\mu\nu} P_\mu. \quad (14) \]

Here, \( R_\nu(t) \) describes a (pulsed) excitation source. Solution of this equation yields all the ingredients to determine the time dependent fluorescence spectrum as well as the integrated fluorescence intensity as function of time.

Both the spectrum and the intensity decay sensitively depend on the interplay between relaxation and spontaneous emission. It is particularly important whether the population distribution reaches thermal equilibrium over the exciton band prior to emission or not. If it does, we are in the limit of fast relaxation and the situation is most intuitive. In this case the Stokes shift of the fluorescence spectrum monotonically decreases with growing temperature, indicating the upward shift of the mean energy of the equilibrium population distribution. However, at low temperatures, the transfer rates diminish due to the smallness of the phonon occupation numbers \( n(\omega) \). Moreover, at the bottom of the exciton band, the states are most strongly localized, leading to small spatial overlap integrals between the bottom states of different localization segments. As a result, at low temperatures the equilibration near the band bottom slows down dramatically, so that the exciton may emit from a nonequilibrium state [53]. For instance, it may be trapped in and emit from state \( a \) in Figure 5, even if states in neighboring segments are lower in energy by an amount \( k_B T \) or more. When temperature increases slightly, the possibility for the exciton in \( a \) to reach a lower state in its neighborhood increases; this may happen by making an intermediate transfer step via a higher-energy state that overlaps with both segments (dash-dotted lines in Figure 5). Thus, with increasing temperature the probability to emit from a lower-energy state may in fact increase. This shows that at low temperature the Stokes shift may increase with growing temperature. This phenomenon has been observed for linear J-aggregates of the dye 3,3′-bis(sulfopropyl)-5,5′-dichloro-9-ethylcarbocyanine (THIATS), as well as for the C8S3 tubular aggregates. In both cases quantitative fits have been found using the above level of modeling [53, 54].

We finally turn to the decay of the fluorescence intensity after pulsed excitation. If we assume equilibration on the time scale of the emission, one-dimensional J-aggregates, with all the optically active states at the bottom of the exciton band, exhibit an ultrafast decay at low temperatures that is enhanced by the typical band edge localization size \( N^* \) (Section 2.3). With increasing temperature, population will be redistributed from the low-lying superradiant states to the (practically) dark states higher in the exciton band. This leads to a reduction of the oscillator strength per populated state, which in turn results in a slowing down of the decay. This thermal destruction of exciton superradiance indeed has been observed for a variety of molecular aggregates [6–9] and at low temperatures it may be well described on the basis of the exciton population dynamics governed by the Pauli master equation [47, 53]. The generic behavior in this regime seems to be an approximate linear scaling with \( T \).

For higher temperatures, however, this level of description breaks down, because the scattering of the excitons on the vibrations becomes so strong that the coherence length of the excitation is no longer limited by the exciton localization length \( N^* \) imposed by disorder, but rather by the scattering on the vibrations. The perturbative approach, which was based on the exciton states \( |\nu\rangle \) and led to (14), then loses its validity. This situation is of particular relevance to the case of PIC aggregates, whose lifetime increases steeply with temperature above about 50 K. Using physical arguments, it has been possible to relate the exciton coherence length imposed by scattering on vibrations to the thermal broadening of the absorption band [47], leading to a quantitative fit of the steep rise of the lifetime. This fit demonstrates that it is not necessary to resort to a higher-dimensional geometry for PIC aggregates in order to understand the temperature dependence of its fluorescence lifetime [8]. We note in passing that at least up to temperatures of 100 K aggregates of the dye THIATS do not show a similar steep rise of their lifetime [12, 53]. This may be due to the fact that for these aggregates \( N^* \approx 30 \), which is considerably smaller than for PIC (\( N^* \approx 60 \)), so that the temperature where the coherence length falls below \( N^* \) is higher than for PIC.

It should be noted that at low temperatures the fluorescence decay generally is nonexponential, even if this decay is spectrally resolved. The reason is that due to the static disorder at each given energy a broad distribution occurs for the oscillator strength per state at that energy [55]. The decay becomes exponential only when the exciton populations thermalize before emission, that is, at elevated temperatures. Nevertheless, even in the absence of complete thermalization, one still observes an increase of the typical decay time (such as the 1/e time) of the integrated fluorescence intensity with growing temperature [55]. We finally note that in the case of tubular aggregates, the existence of more than one J-band gives rise to interesting aspects of equilibration not only within each band, but also between different bands [54].
4. EXCITON TRANSPORT BETWEEN AGGREGATES

Incoherent excitation energy transfer between single molecules is an important and well-known phenomenon. The standard Förster formalism treats the intermolecular dipole-dipole interaction perturbatively (Fermi’s golden rule) and yields a transfer rate that is inversely proportional to the sixth power of the distance and directly proportional to the overlap of the donor emission and the acceptor absorption spectrum [56]. Only dipole-allowed transitions contribute. Recently, the analog of Förster transfer between closely spaced molecular aggregates has been the topic of many investigations. Much of this research was triggered by studies of excitation transfer between the two rings of the LH2 complex in purple bacteria [57–60]. For the double-wall C8S3 aggregates, energy transport of excitation from one wall to the other has been observed as well. It appears from steady-state fluorescence experiments that even at temperatures as low as 5 K, this transport is fast enough to compete with the spontaneous emission [54]. Ultrafast pump-probe experiments at room temperature reveal that the transfer time scale is in the order of 300 femtoseconds [42].

Excitation energy transfer between two closely spaced aggregates is a fundamentally different problem than the classical Förster situation. First, due to the size of the aggregates, the sum of the dipole-dipole transfer interactions between their molecules does not reduce to the effective interaction between the transition dipoles of their exciton states (unless the separation is large compared to the aggregate size, in which case the energy transfer is very slow anyhow). As a consequence, also dark states contribute to the energy transfer between aggregates, implying that the overlap integral of emission and absorption spectrum does not suffice to determine its rate. This was first realized by Sumi [57].

A second new aspect in the energy transfer between aggregates as compared to single molecules is that aggregates have a whole band of closely lying states. As a result the energy transfer competes with intraband relaxation within each of the aggregates, leading in general to a strongly nonexponential transfer process. This makes it hard to define a unique transfer rate, unless the intraband relaxation is much faster than the energy transfer [61].

Finally, the third difference also is related to the fact that we deal with exciton bands. The bands of the donor and the acceptor aggregate may overlap. This, for instance, is the case for the inner and outer cylindrical walls of the C8S3 aggregates. As a consequence, many near-degeneracies occur between exciton states of both aggregates. Depending on the homogeneous line width of the exciton states, this may invalidate a perturbative treatment of the interactions between the aggregates. Instead, the exciton bands of both aggregates mix, and the transfer problem becomes part of a complicated relaxation process within the new mixed band. The effects of intraband relaxation and band mixing were analyzed in detail for two parallel linear J-aggregates with different exciton band edges, but appreciable overlap of both bands [61]. This serves as model situation for the interacting inner and outer walls of the C8S3 aggregates. It was found in particular that with increasing temperature, the validity of the perturbative approach deteriorates, which is a consequence of the fact that near-degeneracies are more common for the higher-energy parts of the exciton bands.

5. CONCLUSIONS AND OUTLOOK

In this paper a brief review has been given of the models used to describe the optical dynamics in molecular aggregates. The starting point was the Frenkel exciton model, to which static energetic disorder and interactions with a bath of vibrations were added. Other extensions of the model are possible. For instance, we may add disorder in the transfer interactions as well as the modulation of these interactions due to vibrations. The former gives rise to more symmetric low-temperature J-bands than observed in experiment [38]; the latter does not lead to fundamentally new phenomena and only introduces an additional free parameter that may be used to fit experiments [47]. As discussed, the model presented here has been used to generate good fits for the temperature dependence of a variety of optical properties, for several types of aggregates, both linear and tubular.

One of the challenges for the near future is the understanding and control of exciton motion within and between aggregates. In order to use synthetic aggregates as artificial light-harvesting systems, it is necessary to optimize this transport. This quest requires detailed characterization of the transport, which is complicated by the fact that one usually lacks knowledge of the initial and final points of the transport process within the aggregate. First steps have been made by growing palladium nanoparticles on the tubular carbocyanine aggregates [62]. These particles act as quenchers, whose positions may be characterized by cryo-TEM. Also the growing possibilities of tip-enhanced optical excitation may be used in the future to create a well-defined excitation position on an aggregate.

ACKNOWLEDGMENTS

The author is grateful to his (former) coworkers V. A. Malysh, M. Bednarz, C. Didraga, and D. J. Heijs and to his experimental colleagues K. Duppen, A. Puz˘lys, P. H. M. van Loosdrecht, R. Augulis, S. Daehne, C. Spitz, S. Kirstein, and H. von Berlepsch. This work is part of the research program of the Stichting voor Fundamenteel Onderzoek der Materie (FOM), which is financially supported by the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO). Support was also received from NanoNed, a national nanotechnology program coordinated by the Dutch Ministry of Economic Affairs.

REFERENCES


International Journal of Photoenergy


