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In stochastic models of chemically reacting systems that contain bimolecular reactions, the dynamics of the moments of order up to \( n \) of the species populations do not form a closed system, in the sense that their time-derivatives depend on moments of order \( n + 1 \). To close the dynamics, the moments of order \( n + 1 \) are generally approximated by nonlinear functions of the lower order moments. If the molecule counts of some of the species have a high probability of becoming zero, such approximations may lead to imprecise results and stochastic simulation is the only viable alternative for system analysis. Stochastic simulation can produce exact realizations of chemically reacting systems, but tends to become computationally expensive, especially for stiff systems that involve reactions at different time scales. Further, in some systems, important stochastic events can be very rare and many simulations are necessary to obtain accurate estimates. The computational cost of stochastic simulation can then be prohibitively large. In this paper, we propose a novel method for estimating the moments of chemically reacting systems. The method is based on closing the moment dynamics by replacing the moments of order \( n + 1 \) by estimates calculated from a small number of stochastic simulation runs. The resulting stochastic system is then used in an extended Kalman filter, where estimates of the moments of order up to \( n \), obtained from the same simulation, serve as outputs of the system. While the initial motivation for the method was improving over the performance of stochastic simulation and moment closure methods, we also demonstrate that it can be used in an experimental setting to estimate moments of species that cannot be measured directly from time course measurements of the moments of other species. © 2011 American Institute of Physics. [doi:10.1063/1.3654135]

I. INTRODUCTION

In chemically reacting systems, the time evolution of the species is often modeled by a set of ordinary differential equations that are derived from the reactions. The state of the system is then continuous and can be thought of as the concentrations of the species. This describes the system on a macroscopic scale and is well suited if molecule counts are large. However, in biology some key molecules come in very low copy numbers. Some transcripts, for example, can be present in less than one copy per cell on average.1 A stochastic description of the system that takes into account the discrete nature and inherent randomness of individual molecular interactions may be more appropriate in such cases.2–4

If the chemically reacting system is well mixed and has fixed volume and temperature, it can be modeled as a Markov process with discrete state space, where the state corresponds to the number of molecules of each species.5 The evolution of the probability distribution of the system is then described by the chemical master equation (CME). Analytical solution of the CME is generally impossible and approximation methods have to be used. One such method is the finite state projection algorithm,6 which uses a finite truncation of the state space and gives explicit accuracy guarantees over a finite horizon. However, the number of states one needs to retain in the truncation to attain a certain accuracy may grow very rapidly, making the method impractical for systems with more than a few species. Another method tries to keep the truncation small by adjusting it according to the direction in which the probability mass moves.7 Still the truncations needed to obtain accurate approximations may have to be chosen large. Generally, stochastic simulation techniques, e.g., Gillespie’s stochastic simulations algorithm (SSA),8 have to be used. To obtain reasonable accuracy with this approach, many simulations have to be done and the computational time required can be prohibitively large.

Often one is only interested in the lower order moments of the probability distribution. A system for the time evolution of these moments can be derived from the CME. The state of this system is then again continuous and corresponds to the different moments and cross-moments of the number of molecules of each species. If only unimolecular reactions are present in the reacting system, the differential equations for the moments up to any order form a closed linear dynamical system whose solution can be explicitly computed. If, however, bimolecular reactions are also present, the time evolution of the moments of order \( n \) depends on moments of order up to \( n + 1 \) and the moment system cannot be closed.9

One way to obtain a closed system of equations in the presence of bimolecular reactions is to approximate the exact open system for the first \( n \) moments by a closed system, where the moments of order \( n + 1 \) are replaced by nonlinear
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functions of the moments of order up to \( n \). \(^{10}\) Such so-called moment closure approximations can be derived in many different ways. Most moment closure methods are based on the assumption that the distribution belongs to a certain class; for example, the underlying distribution is assumed to be normal and the third central moments are replaced by zero in second order low dispersion moment closure. \(^{11}\) Alternatively, the derivative matching method develops an approximate closed system, such that the derivatives of the approximate system match those of the exact systems up to some small error for a basis of deterministic initial conditions. \(^{12,13}\) This method is effective for skewed distributions, if populations do not become zero with high probability. If, however, the probability of having zero molecules of one or more species is substantial, the method may fail. \(^{13}\)

In this paper, we propose an approach that uses SSA and takes into account the additional information provided by the moment equations. To obtain an estimation of the evolution of the moments of order up to \( n \), we replace the moments of order \( n+1 \) by estimates, obtained from a low number of SSA runs. We then use the resulting noisy, but closed system in an extended Kalman filter where estimates of the moments of order up to \( n \), obtained from the same SSA runs, serve as measured system outputs. This approach provides an intuitive way of including all the available information without making any assumptions on the distribution. We provide simulation results to demonstrate that the proposed method can outperform both stand-alone SSA (in the sense that less SSA trajectories are required to obtain the same accuracy) and moment closure methods. Like moment closure and stochastic simulation, our method depends on knowledge of the full model, including kinetic parameters. Parameter identification in this context is the topic of on-going work. \(^{14-16}\) See also related literature on a hybrid moment computation algorithm that switches between moment closure and stochastic simulation. \(^{17}\)

Building on these insights, we subsequently extend our approach further, to a situation, where experimental measurements of only some of the species are available (e.g., from flow cytometry). We use a similar filtering approach to infer the moments of the unobserved species. If only unimolecular reactions are present in the reacting system, the moment equations close and the resulting moment system is exact. Our method can then be used to infer the moments of the unobserved species if they are observable from the measured moments. Clearly, a necessary condition for observability is that changes in the number of molecules of the unobserved species affect the observed species in some way. Even though sufficient observability conditions, based on the structure of the reactions, remain to be explored, for a given system, it is straightforward to check observability using standard control theory methods and to determine which species have to be measured, such that the moments of the unmeasured species are observable. If bimolecular reactions are also present, estimates of the moments needed to close the moment equations will only be available, if all the moments of order \( n \) are independent of the higher moments that contain unobserved species. In most systems, this is not the case and we have to rely on the moment closure methods to close the equations. Observability then depends on the nonlinear moment system and on the closure method used, but can still be checked in a given situation. Our numerical results demonstrate that it is usually possible to infer the unobserved moments, up to some small remaining bias that stems from imprecise moment closure approximations.

The paper is organized as follows. In Sec. II, we introduce the concept of Kalman filtering. In Sec. III, we present the chemical master equation and the corresponding moment system and derive our method. Section IV is devoted to the reconstruction of unobserved moments from moment measurements of only some of the species. In Sec. V we provide simulation results for several examples to demonstrate the performance of our approach.

II. KALMAN FILTERING

Consider a linear dynamical system with state vector \( x(t) \in \mathbb{R}^n \) that is perturbed by white process noise \( w(t) \in \mathbb{R}^n \)

\[
\dot{x}(t) = A(t) \cdot x(t) + w(t), \quad w(t) \sim N(0, Q(t)),
\]

where \( A(t) \in \mathbb{R}^{n \times n} \) and \( Q(t) \in \mathbb{R}^{n \times n} \) is the covariance matrix of \( w(t) \).

Further assume that at time points \( t_k, k = 1, \ldots, l \) noisy measurements are available, according to the observation model

\[
y_k = H_k \cdot x(t_k) + v_k, \quad v_k \sim N(0, R_k),
\]

where \( y_k \in \mathbb{R}^m, H_k \in \mathbb{R}^{m \times n} \) and \( R_k \in \mathbb{R}^{m \times m} \) is the covariance matrix of \( v_k \in \mathbb{R}^m \).

The Kalman filter is a recursive algorithm that constructs estimates of the state \( x(t) \) of the system. First an \( a \) priori state estimate for the next measurement time point is computed using the system equations, and then the final \( a \) posteriori state estimate for that time point is obtained by computing a weighted average of the prediction and the measurements. The weights are chosen according to the uncertainties of the \( a \) priori estimate and the measurements, that results from the noise terms \( w(t) \) and \( v_k \), respectively. If the process noise is large, compared to the measurement noise, the weighting should be such that a lot of emphasis is put on the measurements, whereas a small process noise, compared to the measurement noise, should lead to the filter putting more weight on the predictions of the model. The optimal trade-off is achieved by choosing the Kalman gain as the weighting matrix. It can be shown, that with the use of the Kalman gain, the resulting estimates are optimal in the sense that they attain the minimal mean square error (MSE) among all possible estimates. \(^{18}\) More precisely, the Kalman filtering equations can be written as follows:

**Initialization:**
Given some initial state estimate \( x_{00} \) and its covariance \( P_{00} \), set \( t = 0, k = 0 \).

**Prediction:**
Obtain an \( a \) priori estimate \( x_{k+1|k} \) and its covariance by integrating the system

\[
\dot{x}(t) = A(t) \cdot x(t),
\]

\[
\dot{P}(t) = A(t) \cdot P(t) + P(t) \cdot A(t)^T + Q(t)
\]

and

\[
x_{k+1|k} = A(t_{k+1}) \cdot x_{k|k},
\]

\[
P_{k+1|k} = A(t_{k+1}) \cdot P_{k|k} + P_{k|k} \cdot A(t_{k+1})^T + Q(t_{k+1})
\]

**Update:**
Obtain an \( a \) posteriori estimate \( x_{k+1|k+1} \) and its covariance by integrating the system

\[
\dot{x}(t) = A(t) \cdot x(t) + R_k \cdot v_k
\]

and

\[
\dot{P}(t) = A(t) \cdot P(t) + P(t) \cdot A(t)^T + Q(t) + R_k \cdot R_k^T
\]

and

\[
x_{k+1|k+1} = A(t_{k+1}) \cdot x_{k+1|k} + R_k \cdot v_k
\]

\[
P_{k+1|k+1} = A(t_{k+1}) \cdot P_{k+1|k} + P_{k+1|k} \cdot A(t_{k+1})^T + R_k \cdot R_k^T
\]

The Kalman filter is robust to measurement noise, but it is sensitive to process noise, which will lead to an overestimate of the prediction error.

**Final Step:**
Obtain the final \( a \) posteriori state estimation by integrating the system

\[
\dot{x}(t) = A(t) \cdot x(t) + R_k \cdot v_k
\]

and

\[
\dot{P}(t) = A(t) \cdot P(t) + P(t) \cdot A(t)^T + Q(t) + R_k \cdot R_k^T
\]

and

\[
x_{k+1|k+1} = A(t_{k+1}) \cdot x_{k+1|k} + R_k \cdot v_k
\]

\[
P_{k+1|k+1} = A(t_{k+1}) \cdot P_{k+1|k} + P_{k+1|k} \cdot A(t_{k+1})^T + R_k \cdot R_k^T
\]
over the interval \([t_k, t_{k+1}]\), where \(x(t_k) = x_{k|k}\) and \(P(t_k) = P_{k|k}\).

Update:

Compute the Kalman gain by

\[
K_{k+1} = P_{k+1|k} \cdot H_{k+1}^T (H_{k+1} \cdot P_{k+1|k} \cdot H_{k+1}^T + R_{k+1})^{-1}
\]

and the a posteriori estimate \(x_{k+1|k+1}\) and its covariance by

\[
x_{k+1|k+1} = x_{k+1|k} + K_{k+1} (y_{k+1} - H_{k+1} \cdot x_{k+1|k}),
\]

\[
P_{k+1|k+1} = (I - K_{k+1} \cdot H_{k+1}) P_{k+1|k}.
\]

Note that the Kalman filter is built on the assumption of Gaussian noise terms. If this assumption is violated, the covariances of the estimates, computed by the Kalman filter, are only approximations of the true covariances and MSE-optimality is lost. In applications, the specific characteristics of the process noise are usually unknown and the matrix \(Q(t)\) is treated as a design parameter to balance predictions and measurements.19

Extended Kalman filtering is a version of standard Kalman filtering for nonlinear systems of the form

\[
\dot{x}(t) = f(x(t)) + w(t), \quad w(t) \sim N(0, Q(t)).
\]

The a priori estimates \(x_{k+1|k}\) can still be obtained by integrating the system equations as in the case of standard Kalman filtering. Their covariances \(P_{k+1|k}\), however, cannot be computed analytically anymore. In extended Kalman filtering, an approximation of \(P_{k+1|k}\) is computed by linearizing \(f\) around the current estimate \(F(t) = \frac{df}{dx} \mid x(t)\) and integrating the linearized system

\[
\dot{P}(t) = F(t) \cdot P(t) + P(t) \cdot F(t)^T + Q(t).
\]

If the observation model is linear, as will be the case throughout this paper, the update equations remain the same as in the case of standard Kalman filtering.

Due to the linearization involved, the extended Kalman filter is not the minimum MSE estimator. Still, extended Kalman filtering is a common practice in nonlinear state estimation and has successfully been applied in many different situations.18,19

### III. CONSTRUCTION OF THE FILTER

Consider a chemically reacting system of \(m\) distinct species that is well-mixed and has fixed volume and temperature. Denote by \(p(x; t)\) the probability that the system is in state \(x\) at time \(t\), where \(x = (x_1, \ldots, x_m) \in \mathbb{N}^m\) and \(x_j\) is the number of molecules of species \(X_j, j = 1, \ldots, m\). Suppose that the system can undergo \(K\) different reactions and let \(a_i(x), i = 1, \ldots, K\) be the propensity functions and \(v_i, i = 1, \ldots, K\) the stoichiometric transition vectors of the \(K\) reactions. The time evolution of the probability distribution is then given by the chemical master equation20

\[
\dot{p}(x; t) = -p(x; t) \sum_{i=1}^{K} a_i(x) + \sum_{i=1}^{K} p(x - v_i; t) a_i(x - v_i).
\]

Computing the solution of the chemical master equation requires solving a system of differential equations with one equation for each possible state of the system. In most chemically reacting systems, the state space is either very large or countably infinite and computing the solution analytically is rarely possible. Recently, the finite state projection method that approximates the full system using a finite-dimensional subsystem has been developed.5 The accuracy of this approximation depends on the choice of the subsystem. In many cases, however, this subsystem has to be chosen very large in order to obtain reasonable accuracy and consequently the computational cost can be prohibitively large. Thus, SSA is in general the only method available to compute approximations of the solution of the chemical master equation.

An alternative to approximating the solution of the CME is to concentrate on the moments of the probability distribution. The time evolution of the vector \(\mu_\infty\), containing all the central moments of \(x\), can be derived from the chemical master equation21 and is given by an infinite system of nonlinear differential equations

\[
\dot{\mu}_\infty = f_\infty(\mu_\infty).
\]

Because this equation is infinite dimensional, it cannot be solved analytically and we consider a truncation of order \(n\), i.e., we extract from Eq. (2) the differential equations for the moments of order up to \(n\) and obtain the finite system

\[
\dot{\mu} = f(\mu) + g(\bar{\mu})
\]

with some functions \(f\) and \(g\), where \(\mu\) is a vector containing the central moments of order up to \(n\) and \(\bar{\mu}\) contains the central moments of order \(n + 1\).

It is easy to show that the uncentered moments can also be computed in a similar way; indeed in this case, the resulting differential equations turn out to be linear. Even though this would simplify the approach introduced below (the extended Kalman filter can be replaced by a standard Kalman filter), it turns out that dealing with the seemingly more complex case of central moments tends to be more robust numerically. The intuition behind this empirical observation will be discussed later in this section, after the filtering method proposed in the paper has been introduced.

In moment closure methods, \(\bar{\mu}\) is approximated by some nonlinear functions of \(\mu\). For example, in low dispersion moment closure, \(\bar{\mu}\) is replaced by zero. For second order truncations, this is equivalent to zero-cumulant moment closure, where closed systems are obtained by setting the cumulants of some order to zero. Another moment closure method is derivative matching,13 where \(\bar{\mu}\) is approximated by a nonlinear function of \(\mu\), such that the derivatives of the approximate system match those of the true system, up to some small error, for a basis of deterministic initial conditions. The drawback of the moment closure methods is that approximation errors, even if they are small, can accumulate over time. For example, replacing the third central moments by zero, when the distribution is positively skewed over the whole time course, often leads to divergence of the method.

In this work, we propose to close the system by replacing \(\bar{\mu}\) by estimates, obtained from the SSA. If the estimates used are unbiased and consistent, the resulting stochastic system is an unbiased approximation of the true moment system and the approximation error tends to zero, as the number of SSA
trajectories tends to infinity. However, if low numbers of SSA trajectories are used, the resulting statistical estimates will be inaccurate. This can have deleterious effects, if the system is sensitive to small errors in $\tilde{\mu}$. To overcome this problem, we use the resulting stochastic system in an extended Kalman filter, where estimates of $\mu$, obtained from the same SSA runs, are interpreted as noisy measurements of the moment system.

Let $M$ be the number of moments of order up to $n$ of the $m$ species. Given initial conditions for these moments $\mu_0 \in \mathbb{R}^M$, our goal is to estimate their time evolution over a horizon $[0, T]$ for some $T > 0$. We will approximate $\mu : [0, T] \to \mathbb{R}^M$ with a sequence of samples $\{\mu(t_k)\}_{k=0}^J$ where $0 = t_0 < t_1 < \cdots < t_J = T$ is an increasing sequence of sampling times. Equally spaced sampling times are the obvious choice, though this choice is by no means essential, a fact that may be useful for filtering experimental data (Sec. IV). We will use a small number, $N$, of SSA runs that will be filtered through the dynamics [Eq. (3)] using an extended Kalman filter.

Our algorithm consists of four steps. In the first two steps, the estimates needed for our approach are computed and the uncertainty associated with model and measurements is chosen. In the third step, the state at the next time point is predicted by integrating the system. This prediction is then updated in the fourth step by computing a weighted average between the predictions and the measurements. Steps 3 and 4 are then repeated until the final time of interest is reached. More precisely, our algorithm works as follows.

**Step 1: Input**

Assume that we are given an initial distribution, $p_0$, of the state, $x$. Compute its moments up to order $n$, $\mu_0 \in \mathbb{R}^M$. Fix a sequence of sampling times $0 = t_0 < t_1 < \cdots < t_J = T$, choose a number $N \in \mathbb{N}$ of SSA runs, and choose the model uncertainty covariance matrix $Q : [0, T] \to \mathbb{R}^{M \times M}$.

**Step 2: Initialization**

Execute $N$ SSA runs, where the initial molecule counts are drawn from $p_0$, and use them to construct estimates $\hat{\mu}(t_k)$, $k = 1, \ldots, J$ of the moments of order up to $n$ and estimates $\hat{x}(t_k)$, $k = 0, \ldots, J$ of the moments of order $n+1$. Estimate the variances of the obtained estimates and use the results to choose the observation uncertainty covariance matrix $R : [t_k]_{k=1}^J \to \mathbb{R}^{M \times M}$. Set $\mu_{00} = \mu_0$, $P_{00} = 0 \in \mathbb{R}^{M \times M}$ and $k = 0$.

**Step 3: Prediction**

Calculate the a priori state estimate $\mu_{k+1|k}$ and the a priori estimate covariance $P_{k+1|k}$ by integrating the system

\[
\hat{\mu}(t) = f(\hat{\mu}(t)) + g(\hat{\mu}(t)),
\]

\[
\hat{P}(t) = A(t) \cdot P(t) + P(t) \cdot A(t)^T + Q(t)
\]

over the interval $[t_k, t_{k+1}]$, where $P(t_k) = P_{k|k}$, $\hat{\mu}(t_k) = \mu_{k|k}$, and $A(t) = \frac{d}{d\mu} |f(\mu)|$ is the linearization of $f(\mu)$ around the current state estimate.

**Step 4: Update**

Calculate the a posteriori state estimate $\mu_{k+1|k+1}$ and the a posteriori estimate covariance $P_{k+1|k+1}$ as

\[
K_{k+1} = P_{k+1|k}(P_{k+1|k} + R(t_{k+1}))^{-1},
\]

\[
\mu_{k+1|k+1} = \mu_{k+1|k} + K_{k+1}(\hat{\mu}(t_{k+1}) - \mu_{k+1|k}),
\]

\[
P_{k+1|k+1} = (I - K_{k+1})P_{k+1|k},
\]

where $I$ denotes the identity matrix.

If $k < J - 1$, set $k = k + 1$ and go back to Step 3.

**Step 5: Output**

Sequence of estimates $\mu_{k|k}$, $k = 0, \ldots, J$.

Comments on the algorithm:

**a. Estimating the initial condition.** In Step 1, the computation of $\mu_0$ may be difficult for certain distributions $p_0$. If this is the case, one can use estimates $\hat{\mu}_0$ computed from the SSA runs, as initial condition. The initial uncertainty $P_{00}$ should then be chosen as the covariance matrix of $\hat{\mu}_0$.

**b. Estimating the moments between sampling times.** The prediction in Step 3 could be replaced by multiple smaller steps over smaller time intervals, before the next update step is taken. The algorithm would then also return moment estimates between the sampling times. Since at this stage the sampling times can be arbitrarily chosen, this is not necessary. However, in an experimental setup, like the one considered in Sec. IV, where the sampling times correspond to the time points at which measurements are taken, this can be useful.

**c. Choosing the covariance matrices.** In Steps 1 and 2, the covariance matrices $Q(t)$ and $R(t_k)$ that describe the uncertainties associated with the model and the observations have to be chosen. The model uncertainty is propagated over each time interval $[t_k, t_{k+1}]$ by linearizing the system function $f(\mu)$ around the current state estimate and $Q(t)$ should represent the linearization error, as well as the noise that is introduced to the model by using $\hat{\mu}(t_k)$ to close the equations. As this depends on the specific structure of the system, it is a priori unclear how to choose $Q(t)$. However, in many applications, extended Kalman filtering turns out to be robust with respect to the choice of the model uncertainty (see supplementary material for a related discussion). In our applications, choosing $Q(t)$ as a constant function of time was sufficient. $R(t_k)$ represents the uncertainty about the observations $\hat{\mu}(t_k)$ and is adapted to the number of SSA trajectories. Assume, for example, that we estimate the mean of species $X$ at some time point $t_k$ by $\bar{\mu}_k = \frac{1}{N} \sum_{i=1}^N x_i$, where $x_i, i = 1, \ldots, N$ are the molecule counts of species $X$ at time $t_k$ of the $N$ SSA trajectories. Then, since the SSA trajectories are independent, the variance of $\bar{\mu}_k$ equals the variance of species $X$ at time $t_k$ divided by $N$ and in the matrix $R(t_k)$ we, therefore, use the empirical estimate of the variance of $X$ in the diagonal element corresponding to $\bar{\mu}_k$. Further, we assume that correlations of the elements of $\hat{\mu}(t_k)$ are small and set the off-diagonal entries to zero.

**d. Comparison to SSA and moment closure.** Compared to SSA, our approach requires integrating the closed moment
IV. ESTIMATING THE MOMENTS FROM MEASUREMENTS OF ONLY SOME OF THE SPECIES

In most realistic chemically reacting systems, it is impossible or very difficult to measure all species, and initial conditions are unknown. If only unimolecular reactions are present in the reacting system, the moment equations close and the problem of estimating the unobserved moments from the measured species reduces to inferring the unmeasured states of a linear system with unknown initial conditions. We can then use our method to infer the moments of the unobserved species, if they are observable from the moments of the measured species. If bimolecular reactions that lead to non-closed moment dynamics are also present and all moments of order \( n \) are independent of the moments of order \( n + 1 \) that contain unobserved species, we can close the moment equations in the same way as in Sec. III. In most situations, this is not the case and we have to rely on moment closure approximations to obtain closed dynamics. Our numerical results suggest that even in this case it is possible to estimate the moments of all species, albeit with some bias.

Starting with the system of equations [Eq. (3)], we approximate the moments in \( \bar{\mu} \) by a function of the \( M \) lower order moments and obtain an approximate closed system

\[
\dot{\bar{\mu}} = A\bar{\mu} + B\bar{\bar{\mu}},
\]

where \( \bar{\bar{\mu}} \) contains the uncentered moments of order \( n + 1 \).

To close this system, estimates for \( \bar{\bar{\mu}} \) would be required. Compared to estimates of the central moments, these estimates usually have a larger absolute variance and a stronger influence on the system. To illustrate this, consider the estimation of the third moment of a random variable that consists of a deterministic part \( d \) and a zero mean extrinsic noise term \( v \). The third centered moment can then be written as \( E[(d + v)^3] = d^3 + d \cdot E[v^2] + E[v^3] \) and the variance of any estimate of this moment, based on realizations of the random variable, will depend on the size of the deterministic part \( d \) through the second term in the sum. Contrary to that, the third central moment \( E[(d + v - E[d + v])^3] = E[v^3] \) depends only on the third moment of the noise term. Hence, the absolute variance of estimates of the third uncentered moment scales with the mean of the process, whereas the absolute variance of estimates of the third central moment is independent of the mean. Therefore, using the central moment equations and estimates of the central moments naturally helps to keep the influence of the noise on the system low.

e. Justification of the use of the central moment equations.

If we derive the equations of the uncentered moments \( \mu_n \) from the master equation, then instead of Eq. (3), we obtain a linear system

\[
\dot{\mu}_n = A\mu_n + B\bar{\mu}_n,
\]

where \( \bar{\mu}_n \) contains the uncentered moments of order \( n + 1 \).

To close this system, estimates for \( \bar{\mu}_n \) would be required. Compared to estimates of the central moments, these estimates usually have a larger absolute variance and a stronger influence on the system. To illustrate this, consider the estimation of the third moment of a random variable that consists of a deterministic part \( d \) and a zero mean extrinsic noise term \( v \). The third centered moment can then be written as \( E[(d + v)^3] = d^3 + d \cdot E[v^2] + E[v^3] \) and the variance of any estimate of this moment, based on realizations of the random variable, will depend on the size of the deterministic part \( d \) through the second term in the sum. Contrary to that, the third central moment \( E[(d + v - E[d + v])^3] = E[v^3] \) depends only on the third moment of the noise term. Hence, the absolute variance of estimates of the third uncentered moment scales with the mean of the process, whereas the absolute variance of estimates of the third central moment is independent of the mean. Therefore, using the central moment equations and estimates of the central moments naturally helps to keep the influence of the noise on the system low.
Step 5: Output
Sequence of a posteriori estimates \( \mu_{k}, k = 0, \ldots, J \).

Here, the model uncertainty covariance matrix \( Q(t) \) should represent the performance of the moment closure method. If the moment equations close and no moment closure method is needed, it can be set to zero. The observation uncertainty covariance matrix \( R(t_k) \) should reflect the covariance of the measurements as before.

V. EXAMPLES

In this section, we illustrate our method by considering some examples. For simplicity, we only consider truncations of order 2 and replace the third order central moments by their estimates, obtained from the SSA.

Example 1:
Consider the following system:

\[
\begin{align*}
\emptyset & \xrightarrow{a} X, \\
X & \xrightarrow{b} X + Y, \\
X + Y & \xrightarrow{c} \emptyset, \\
Y & \xrightarrow{d} \emptyset,
\end{align*}
\]

where \( a = 2 \times 10^{-3}, b = 2 \times 10^{-1}, c = 2 \times 10^{-4}, \) and \( d = 2 \times 10^{-3} \).

X can be thought of as a transcription factor for some gene and \( Y \) as the gene product. When \( X \) is present, \( Y \) is produced. Saturation of the promoter of the gene is neglected, since \( X \) comes in very low copy numbers. \( Y \) can bind \( X \) and, hence, inhibit its own production and is slowly degraded or converted to some other species that has no influence on the reactions of \( X \) and \( Y \). Further, we assume that initially there are no molecules in the system. If the molecules of species \( X \) arrive in rare events, the distribution of the system is skewed and the probability that no molecules of \( X \) are present is large.

From the master equation, we derived the moment equations for the central moments of order up to two. Denote by \( \mu_{x}, \mu_{y}, V_{x}, V_{y}, V_{xy}, V_{x2y}, \) and \( V_{xy2} \) the mean of \( X \), mean of \( Y \), variance of \( X \), variance of \( Y \), covariance of \( X \) and \( Y \), \( E[(X - E[X])^2(Y - E[Y])] \) and \( E[(X - E[X])(Y - E[Y])^2] \), respectively. The moment dynamics are then given by

\[
\begin{align*}
\dot{\mu}_{x} &= a - cV_{xy} - c\mu_{x}\mu_{y}, \\
\dot{\mu}_{y} &= b\mu_{x} - cV_{xy} - c\mu_{x}\mu_{y} - d\mu_{y}, \\
\dot{V}_{x} &= a - 2cV_{xy}\mu_{x} - 2c\mu_{x}V_{x} + cV_{xy} + c\mu_{x}\mu_{y} - 2cV_{x2y}, \\
\dot{V}_{y} &= -2cV_{xy}\mu_{y} - 2c\mu_{y}V_{x} + (c + 2b)V_{xy} + c\mu_{x}\mu_{y} + b\mu_{x} - 2dV_{y} + d\mu_{x} - 2cV_{xy2}, \\
\dot{V}_{xy} &= -cV_{xy}\mu_{y} - c\mu_{x}V_{y} - cV_{xy}\mu_{x} - c\mu_{y}V_{x} + (c - d)V_{xy} + c\mu_{x}\mu_{y} + bV_{x} - cV_{x2y} - cV_{xy2}.
\end{align*}
\]

To close the equations, we replaced \( V_{xy2} \) and \( V_{xy} \) by estimates obtained from stochastic simulation. We chose the sampling times \( t_{0} = 0, t_{1} = 1, \ldots, t_{J} = J \), where \( J = 500 \) and the model uncertainty covariance matrix as

\[
Q(t) = 10^{-9} \times \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 100 & 0 \\ 0 & 0 & 2 & 0 \end{pmatrix}, \quad t \in [0, 500].
\]

This choice of \( Q(t) \) was motivated as follows: the time derivatives of the means of \( X \) and \( Y \) do not depend on third order moments and the uncertainty associated with their equations only results from linearization error. This is small because no more than bilinear terms are present in the equations and the sampling times are close to each other. The uncertainty associated with the variance of \( X \) was chosen the largest because the variance of \( X \) is the smallest of the second moments and presumably suffers mostly from low signal-to-noise ratios. A comparison of different choices of \( Q(t) \) is given in the supplementary material. The measurement uncertainty covariance matrix \( R(t_k) \) was estimated as described in Sec. III.

Figure 1 gives a typical result for the means of \( X \) and \( Y \) computed from 200 SSA trajectories (green) and the filtering approach of Sec. III using the same 200 SSA trajectories (blue), compared to the solution of the approximate system, obtained from second order derivative matching (cyan). In derivative matching, the closure function involves divisions by the lower order moments that are initially zero. Therefore, we set the initial condition to 0.01 for all moments to compute the solution. The red line shows estimates computed using 100 000 SSA trajectories, which can be considered as the true values of the corresponding quantities. To demonstrate the benefits of including the update steps of the extended Kalman filter, we also computed estimates of the means of \( X \) and \( Y \) by replacing \( \mu \) by the estimates \( \hat{\mu} \) and integrating the resulting system without performing update steps (purple). It can be seen that these estimates are still relatively close to the truth. However, as the estimates are never corrected, errors accumulate over time and the system may be driven far away from its true value, especially in systems where the third order moments have a stronger influence on the first and second order moments. Results for the variances of \( X \) and \( Y \) can be found in the supplementary material.

To quantify the performance of our approach, we computed the \( L_{2} \)-distances from the “true” 100 000 SSA moments normalized by the integral of the true solution of the results of the filter and of SSA on its own, averaged over 500 runs, using \( i = 20, 40, \ldots, 400 \) SSA trajectories. In Figure 2, the number of SSA trajectories is plotted against the logarithm of the \( L_{2} \)-error of filter (blue) and SSA on its own (green). For all different numbers of SSA trajectories and all moments, the filter performed better. For example, the error of the estimate of the mean of \( X \) computed from 400 SSA trajectories was about three times bigger than the error of the filter using only 100 SSA trajectories.

We now turn our attention to inferring mean and variance of \( X \) from observations of \( Y \) only using the algorithm
FIG. 1. Example 1. Estimated time evolution of the means of $X$ (a) and $Y$ (b) by filter (blue), SSA (green) and second order derivative matching (cyan), compared to the estimation obtained from 100 000 SSA trajectories (red). The purple line gives estimates of the means of $X$ and $Y$, computed by leaving out the update step of the filter.

FIG. 2. Example 1. Logarithm of the $L_2$-errors of the estimates of the means of $X$ (a) and $Y$ (b) and the variances of $X$ (c) and $Y$ (d) averaged over 500 runs of filter (blue) and SSA (green).
in Sec. IV. We assume that we have observations of all the moments of $Y$ available every 50 time steps, e.g., from flow cytometry. If the time units are seconds (which corresponds to a half-life of $Y$ of approximately 6 minutes), this means measurements have to be taken every 50 s. To simulate this situation, we ran 10 000 SSA trajectories and used them to compute estimates of mean and variance of $Y$. Higher order moments of $Y$ do not appear in any equation and are not required. We randomly picked initial conditions and closed the moment equations by using zero cumulant moment closure. The model uncertainty covariance matrix $Q(t)$ was chosen as above. Mean and variance of $X$ are both recovered very fast, as can be seen in Figure 3. The mean is close to its true value after only two measurement updates. The variance required three update steps to get close to its true value. Note that SSA and moment closure methods require knowledge about the initial conditions and are not applicable here.

Example 2:

In this example, we chose a more difficult situation, where the influence of the third order moments on the lower order moments is stronger. Consider the following system:

\[
\begin{align*}
\emptyset & \xrightarrow{a} X, \\
2X & \xrightarrow{b} Y, \\
Y & \xrightarrow{c} 2X, \\
Y & \xrightarrow{d} Y + Z, \\
Z + X & \xrightarrow{e} Z, \\
Z & \xrightarrow{f} \emptyset,
\end{align*}
\]

where $a = 2 \times 10^{-3}$, $b = 2 \times 10^{-4}$, $c = 2 \times 10^{-4}$, $d = 2 \times 10^{-1}$, $e = 2 \times 10^{-4}$, and $f = 2 \times 10^{-3}$.

$X$ is produced in rare events and can form dimers $Y$. The dimers induce production of $Z$ and can also dissociate. $Z$ inhibits its own production by catalyzing the degradation of $X$ and is degraded or converted to some other species that has no influence on the reactions of $X$, $Y$, and $Z$. We further assume that initially there are no molecules in the system. In this system, five third order moments affect the dynamics of the second order moments and their influence is relatively strong. Further, since $X$ is rarely produced and degraded fast, if $Z$ is
present in large amounts, the means of both $X$ and its dimer $Y$ are very low. The equations for the first and second order moments and all design parameters of the filter that are not given here, for this and all the following examples, can be found in the supplementary material.\textsuperscript{22}

Figure 4 gives a typical result for the means of $X$, $Y$, and $Z$ computed from 100 SSA trajectories (green) and the filtering approach using the same 100 SSA trajectories (blue), compared to the estimates calculated using 10 000 SSA trajectories (red), which can be considered as the true means. Second order derivative matching (cyan) fails to capture the dynamics of this system. Again, we also computed estimates, obtained by leaving out the update step of the filter (purple). Because the influence of the third order moments is relatively strong in this example, the estimates are far worse than the estimates of the filter. Further, differences in the SSA realizations that are used to close the equations may lead to very different estimates, whereas the filter estimates are much more robust (see supplementary material\textsuperscript{22}).

Again we computed $L_2$-errors of the results of filter and SSA on its own, averaged over 200 runs, using $i = 20, 40, \ldots, 400$ SSA trajectories. In Figure 5, the number of SSA trajectories is plotted against the logarithm of the $L_2$-error of the estimates of the means of the three species obtained by the filter (blue) and by SSA on its own (green). For all different numbers of SSA trajectories, the filter gives better estimates for the means. The estimates of the second order moments, however, could not be improved much. This is because the noise coming from the estimated third order moments is affecting the second order moments strongly, and the small signal-to-noise ratios make it impossible to gain much information from the equations.

To simulate an experimental setting, we assumed that only species $Z$ can be measured every 100 time steps and used our approach to infer the moments of $X$ and $Y$. To estimate the moments of $Z$, we used 10 000 SSA trajectories. Again, we randomly picked initial conditions and closed the moment equations using zero cumulant moment closure, i.e., we set the third central moments to zero. The true distribution, however, is skewed and the influence of the true third central moments cannot be separated from the influence of the unobserved lower order moments. Therefore, we can only infer the unobserved moments up to some small bias that stems from the imprecise moment closure approximation. The results for the means of $X$ and $Y$ are plotted in Figure 6. Because $Z$ is only changed in unimolecular reactions with propensities that only depend on $Y$ and $Z$ itself, the mean of $Y$ is recovered very fast and without bias. The mean of $X$ takes longer to get close to its true value and the steady state mean is underestimated.
FIG. 7. Example 3. Mean (a) and variance (b) of $X$ estimated from observations of $Y$ (blue), compared to estimates obtained from 100 000 SSA trajectories, that were started at the true initial conditions (red).

FIG. 8. Example 4. Means [(a) and (b)] and variances [(c) and (d)] of $X$ and $Y$ estimated from observations of $Z$ (blue), compared to the means obtained from 100 000 SSA trajectories, that were started at the true initial conditions (red).
Example 3:
As third example, we consider the same reactions as in Example 1, but change rates and initial conditions such that the probability of having zero molecules is small for both species and the distribution is less skewed. In this example, the moment closure methods lead to good approximations of the true moment dynamics and our method of Sec. IV can be used to infer the moments of unobserved species very precisely and without significant bias, even though moment closure is required to obtain closed dynamics.

We consider the same reactions as in Example 1 having initially five molecules of both species and that $X$ is produced at rate $a = 2 \times 10^{-5}$. The rates of the other reactions are assumed to be the same as in Example 1. The sampling times and the model uncertainty covariance matrix $Q(t)$ were chosen as in Example 1. Again, we derived truncations of order 2 and ran the filter of Sec. III using 50 SSA trajectories. The estimates of all the moments computed by filter and zero cumulant moment closure were indistinguishable from the true means, hence both methods perform very well.

As in Example 1 we assumed that only species $Y$ can be measured experimentally every 50 time steps. To infer the unobserved moments from the moments of $Y$, we closed the equations using zero cumulant moment closure. Again we ran 10 000 SSA trajectories and used them to compute estimates of mean and variance of $Y$. The results are plotted in Figure 7. The filter recovers the unobserved moments very fast and without bias because the moment closure approximation used is accurate.

Example 4:
As a final example, we consider a model of gene expression that is motivated by real experiments.

\[
\emptyset \xrightarrow{a} X,
\]
\[
X \xrightarrow{b} X + Y,
\]
\[
X \xrightarrow{c} \emptyset,
\]
\[
Y \xrightarrow{d} Z,
\]
\[
Y \xrightarrow{c} \emptyset,
\]
\[
Z \xrightarrow{e} \emptyset,
\]

where $a = 0.3, b = 0.066, c = 0.03, d = 0.0419$, and $e = 0.0066$.

At time zero, a gene is activated and production of the mRNA $X$ is induced. $X$ is then translated to yield protein $Y$ which matures into fluorescent protein $Z$. $X$ is degraded at rate $c$. $Y$ and $Z$ are also degraded and have the same degradation rate $e$ because they are different functional forms of the same protein.

In this system, all reactions are unimolecular and the moment equations close. If initial conditions are known, the dynamics of the moments can be computed by solving the closed moment system. To simulate an experimental setting, we assumed that initial conditions are unknown and that only the distribution of the fluorescent protein $Z$ is measured by flow cytometry every 30 time steps. If the time units are seconds (which corresponds to a half-life of the protein of approximately 2 min), this means measurements have to be taken every 30 s. We used 10 000 SSA trajectories to compute estimates of mean and variance of $Z$ at those time points, randomly picked initial conditions, and used our approach to estimate the moments of $X$ and $Y$. The model uncertainty covariance matrix $Q(t)$ was chosen as the zero matrix. In Figure 8, the resulting estimates of the means and variances of $X$ and $Y$ (blue) are compared to estimates computed from 100 000 SSA trajectories (red). All moments are recovered very fast, more or less after the first measurement becomes available. Since the moment equations close, the system used in the filter is exact, and once the estimates have reached their true values, no further measurements would be required.

VI. CONCLUSIONS AND FUTURE WORK

We presented an algorithm for the estimation of the moment dynamics of chemically reacting systems that uses both stochastic simulation and the differential equations given by the chemical master equation. Our numerical results suggest that the proposed method can outperform the use of SSA on its own, provides a fast way of estimating the moment dynamics accurately and is especially useful in systems, where molecule counts have a high probability of becoming zero, situations where standard moment closure methods tend to fail, and no good alternative to stochastic simulation is available. We also showed how the dynamics of the moments of interest can be estimated if only some of the species are observed in experiments. Although in this setup we relied on moment closure approximations for systems that contain bimolecular reactions, our approach provided good results, even in situations where moment closure methods lead to inaccurate approximations.

In the examples, we only considered truncations of order two. For any order of truncation $n$, only the moments of order $n$ depend directly on the moments of order $n + 1$ that are replaced by estimates. Therefore, the influence of the noisy estimates on the lower order moments decreases as the order of truncation increases. This suggests that increasing the order of truncation could improve the estimates of the lower order moments. On the other hand, for higher order truncations estimates of higher order moments would be required which have a larger variance. This could possibly reduce the accuracy of the estimates of the lower order moments. Which effect prevails might depend on the system in question. For example, in the system of Example 1, a first order truncation is already sufficient to obtain good estimates for the means of the species (results not shown). A second order truncation then adds good estimates for the variances but does not improve the estimates of the means significantly.

Other classes of systems where moment closure methods are often inaccurate are systems with multi-stability or oscillations. Studying performance of our method for such systems is a direction of current research.

Further we are planning to use the moment equations and filtering techniques to do parameter identification in stochastic systems and filtering combined with finite-state space truncations to estimate the time evolution of the whole probability distribution of the system. Another direction of possible
future research is the derivation of observability conditions based on the structure of the system.
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9It is generally accepted that chemical reactions occur in a series of elementary reactions and reactions containing more than two molecules can be expressed as a combination of mono- and bimolecular reactions. Therefore, we will consider networks that contain at most bimolecular reactions.


22See supplementary material at http://dx.doi.org/10.1063/1.3654135 for additional figures and discussions on the examples.