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Abstract

In recent years, online rating and reputational mechanisms have become increasingly important in the regulation of behavior in the platform economy. Consumers tend to rely on online reviews to distinguish between service providers both in the business-to-consumer and the peer-to-peer economy. The European Commission and the Federal Trade Commission, as well as a strand of legal scholarship, have praised these online mechanisms for generating valuable information while reducing market failures and consumer risks. However, this position has overlooked evidence suggesting that the additional data provided by online reputation might not be able to address information asymmetries and manage risks due to the multiple shortcomings of existing online reputational mechanisms. In this article, I discuss the regulatory potential of online reputational feedback and offer a nuanced reflection on the traditional assumption that the availability of more information in the market reduces the need for public regulation. I suggest a co-regulatory framework for the regulation of online reputation that could help promote the transparency and trustworthiness of these informal enforcement mechanisms.

I. Introduction

Nowadays, after a visit to a hotel or restaurant, the most effective way of giving a compliment on a service might be to write a positive review on one of the countless booking and review websites such as Booking.com, TripAdvisor, or Yelp.1 The ubiquity of these reputational systems has been discussed in the past decade in the media and satirized in popular shows. In the American sitcom Community, “MeowMeowBeenz” is presented as a groundbreaking monitoring device that would allow students to rate both students and teachers and create a system where community members would be segregated on the grounds of their ratings. More recently, the Netflix show Black Mirror
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took its viewers to a futuristic world where individuals are dominated by the fear of receiving low ratings. Such systems may seem like a frivolous matter pertaining primarily to the world of popular culture and having little legal relevance. However, a closer look at the impact of these reputational systems demonstrates that a sterile world of constant online monitoring and peer-review has been regulating several segments of our society for the past ten years with a level of granularity and control that the strictest regulators would envy.

Reputation and word-of-mouth have, for centuries, been regarded as alternatives to formal enforcement mechanisms, as they generate trust and provide a great deal of information to consumers. Relying on reputation is instinctive to humans and it is naturally perceived as a key instrument to promote cooperation. Indeed, the reliance on an individual’s good name has historically preceded state interventions such as modern authorization schemes (e.g., licenses, permits), periodic inspections, product liability rules, and regulatory sanctions. In the diamond or cotton industries, merchant traders reliably fulfilled their contractual obligations without the threat of regulation and public courts, while investors decided whether a country would be likely to honor its debts based on the country’s reputation. In the last half-century, there has been a revival of interest in the interdisciplinary study of reputation, particularly with the development of the sharing economy and the flowering of user-generated content on platforms like Yelp. One of the key questions that remains unanswered in the literature is whether online ratings and reviews can replace traditional regulation in the management of consumer risks.
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3 See Clayton P. Gillette, Reputation and Intermediaries in Electronic Commerce, 62 La. L. Rev. 1165 (2002); Juan Jose Ganuza & Fernando Gomez, Product Liability Versus Reputation, 32 J.L., Econ. & Org. 213 (2013) (discussing the relationship between market reputation and product liability regulations, the costs of market reputation, and arguing that the level of legal liability should not be reduced or eliminated when market reputation is available); Cassandra Burke Robertson, Online Reputation Management in Attorney Regulation, 29 Geo. J. Legal Ethics 97 (2016) (discussing the regulatory and psychological dynamics from online reviews in attorney regulation).


Regulators in Europe and the US as well as a strand of legal scholarship have suggested that online reputational mechanisms along with the self-regulatory practices implemented by digital platforms (e.g., background checks) are capable of addressing a number of market failures.\(^8\) The Federal Trade Commission (through its Economic Liberty Task Force) and the European Commission have praised the ability of reputational mechanisms to reduce information asymmetries in the peer-to-peer (“P2P”) economy.\(^9\)

This position, however, overlooks the shortcomings of online reputational feedback, does not elaborate on the interaction between reputation and traditional regulation, and assumes that the existence of abundant information in the market automatically alleviates the information asymmetries that typically justify state intervention. But more information does not always mean more knowledge, particularly when there is still little transparency on how ratings and reviews are processed.\(^10\) Although rating and reputational mechanisms have an important regulatory potential, an uncritical reliance on these instruments can be particularly worrisome in the P2P economy, as user-generated content might be the only instrument that consumers have at their disposal to obtain information about the quality and safety of a product.

In this article, I discuss the extent to which online reputation is able to address informational market failures that typically justify the regulation of a number of services (e.g., the hospitality sector). I question whether these informal mechanisms would be suitable to complement or replace some—but not all—functions of traditional licensure.\(^11\) Considering the shortcomings of reputational mechanisms and the accountability deficit that characterizes this type of informal enforcement, I suggest a model of co-regulation that could help promote the transparency of reputational systems. This article draws on the abundant legal, economic, and business literature on reputation, online word-of-
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mouth (“WoM”), and the sharing economy.\textsuperscript{12} This article approaches the topic from the perspective of the broader transition from formal, public, expert-based regulation to a peer-to-peer regulatory state characterized by the growing intervention of private actors without particular expertise. Consumer-generated content is, in some cases, preferred to expert opinion because it is perceived as more independent and unbiased.\textsuperscript{13} This perception might not always be accurate. This article offers a nuanced reflection on the traditional assumption that the disclosure of more information can reduce information asymmetries and diminish the need for state intervention. In other words, more information about reputation does not necessarily demand “less regulation.”\textsuperscript{14}

This article is organized as follows: Part I explains how online ratings and reputational mechanisms operate in the P2P economy and why they have become an important source of consumer information; Part II discusses the shortcomings of online reputational feedback; Part III discusses the shift from traditional command-and-control regulation to informal and peer-to-peer reputational schemes; and Part IV suggests a co-regulatory framework that could help the collaboration between private reputational systems and public authorization and enforcement mechanisms.

\textbf{II. Online Rating and Reputational Systems}

The development of the information society has empowered consumers, who now have the ability to access more information, compare services, and hire a large variety of on-demand providers for occasional services.\textsuperscript{15} In a globalized world, it has become increasingly challenging to obtain reliable information about these services. Ebay, Airbnb, EatWith, and many other P2P platforms rely on online ratings and reviews to attract new customers and help consumers distinguish between good and bad service providers. After each transaction, consumers are asked to write a review about the service they have experienced. In some cases, parties review each other’s performance and this reputational information will be publicly available for both current and prospective users of a specific platform.

The level of detail and usefulness of online reviews varies greatly, but it is now

\footnotesize
\begin{enumerate}
\item[14] Lior Jacob Strahilevitz, Less Regulation, More Reputation, in The Reputation Society, supra note 2, at 63, 71 (suggesting a complementary role for reputation tracking); see also Lior Jacob Strahilevitz, Reputation Nation: Law in an Era of Ubiquitous Personal Information, 102 Nw. U. L. Rev. 1667 (2008).
\item[15] Lauren I. Labrecque et al., Consumer Power: Evolution in the Digital Age, 27 J. Interactive Marketing 257 (2013). Consumer empowerment by information does not mean the consumer is always sovereign and is not limited in its choices; for a thorough analysis of these objections, see Adrian Kuenzler, Restoring Consumer Sovereignty: How Markets Manipulate Us and What Law Can Do About It (2017).
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well established that online reputation facilitates not only P2P but also business-to-consumer ("B2C") transactions.\textsuperscript{16} Ratings and reviews provide first-hand information about a user or product, rank service providers, and offer an (allegedly) independent judgment. This part of the article explains why so many actors—including regulators—place this amount of trust in online reputational mechanisms.\textsuperscript{17}

\textbf{A. Reputation: Information and Trust}

Like our great-grandparents, we still rely on the oldest form of advertisement: word-of-mouth ("WoM"). WoM started being studied in the context of corporations in the 1960s by Johan Arndt, who defined it as “oral, person-to-person communication between a perceived non-commercial communicator and a receiver concerning a brand, a product, or a service offered for sale.”\textsuperscript{18} Since then, a vast amount of literature in the fields of marketing, business, socio-psychology, economics, and tourism management has documented the effect of WoM on the behavior of both consumers and corporations.\textsuperscript{19}

\textbf{1. Online Reputation as a Source of Information}

Reputational mechanisms have been used throughout history to facilitate exchanges between strangers and to overcome linguistic and cultural barriers.\textsuperscript{20} The information used to build a good or bad reputation constitutes an effective mechanism to change or improve the provider’s behavior, especially under uncertain conditions and asymmetric information.\textsuperscript{21} Nowadays, we observe that the information generated by online reviews is particularly relevant in the context of so-called “experience goods,” whose qualities will be known only after purchase and use.\textsuperscript{22}

Reputational models of informal enforcement can be divided into three categories: (i) reputation for ability; (ii) reputation for integrity; and (iii) reputation for performance.\textsuperscript{23}
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These different types of reputation may be present more in some sectors than in others (e.g., payment platforms will invest in their reputation for integrity) and they may also be cumulative. In the P2P home-sharing sectors, users providing services try to build a good reputation for friendliness, hospitality, and comfortable accommodation offerings. In the services sectors (e.g., car sharing), platforms ask users to rate service providers on their performance as well as on the safety of the vehicle.

An empirical study conducted by Pew Research in the United States has shown that an overwhelming majority of consumers (82%) read online reviews in order to decide which hotel, restaurant or electronic product to choose.\(^{24}\) Online reviews are consulted on a regular basis as they are easily accessible, brief, and offer immediate information.\(^{25}\) Reputational feedback mechanisms reduce search costs and help consumers navigate the vast amount of information published on digital platforms. A clear presentation of ratings and reviews decreases search costs, as consumers can choose to read only positive or negative comments or to view only the services that have been assessed positively. However, the abundance of online reviews has also meant that consumers bear additional cognitive costs as information becomes more difficult to process.\(^{26}\) As George Stigler famously explained, consumers will only seek information until the point that search costs equal the value of the information; put another way, a greater number of reviews will not necessary help consumers make a better decision.\(^{27}\)

A reputational feedback system is nevertheless effective only if consumers are willing to leave a rating or review after their purchase. In the abovementioned empirical study, Pew Research concluded that 71% of consumers aged 18-49 (and 49% of those age fifty and older) are indeed willing to leave a review after experiencing a service.\(^{28}\) On many P2P platforms, users are required to review each other and can book the next transaction only after having reviewed their previous transaction. As the number of reviews grows on B2C and P2P platforms, reputational feedback has become one of the most important sources of information for consumers, providing them with an informative but low-threshold podium.\(^{29}\)

2. Online Reputation and Trust

Reputation is a social concept that lays the foundations for trust between strangers. Like other trust-based relationships, these systems ensure that users are willing

\(^{24}\) Pew Research, Online Shopping & E-Commerce (Dec. 19, 2016) (http://www.pewinternet.org/2016/12/19/online-reviews/).
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to expose themselves to certain vulnerabilities because they have positive expectations regarding the counterparty. Reputation is valuable when consumers and service providers expect to interact on multiple occasions with a set of agents (e.g., restaurateurs expect customers to return) and when there are sanctions in place for those who do not cooperate.\(^3\) This repeated interaction means that if one of the parties does not live up to her reputation, the collaboration will come to an end or the cheating partner will be sanctioned (e.g., her account on the platform will be deactivated, her reputation will be damaged).\(^3\) Reputation thus promotes both trust and reciprocity in trade as parties have an interest in living up to expectations.\(^3\) In addition, businesses and individuals rely nowadays on online reviews to assess how well they are performing.\(^3\)

### B. The Legal Relevance of Reputation

Given the importance and the fragile character of this asset, reputation is legally protected in different ways.\(^3\) “Good name” and “reputation” have long been regarded in the literature, case law, and even some U.S. state constitutions\(^3\) as “interest(s) justifying legal protection.”\(^3\) Thus far, the legal relevance of reputation has been threefold. First, reputation has been protected against defamation through tort law.\(^3\) Second, the sanction of naming and shaming engages the interest that corporations and individuals have in their reputations.\(^3\) The fear of reputational damage through this type of reputational sanction provides strong compliance incentives as the damage caused to reputation is often irreparable.\(^3\) As the saying goes, “Trust arrives walking but it departs riding.” Third,
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\(^3\) On the general impact of reputational sanctions, see Brent Fisse & John Braithwaite, The Impact of Publicity on Corporate Offenders (1983).
the legal relevance of reputation is also visible in its use as a complement to contractual arrangements and civil litigation. This complementary character has been employed to reduce litigation costs, support executory contracts, and monitor product quality.

III. The Shortcomings of Reputational Mechanisms

While ratings and reviews can be informative and can provide unique insights, reputational mechanisms operate in an obscure way. Platforms often organize comments strategically in order to down-rank negative comments and calculate ratings according to doubtful formulas. Therefore, the existing empirical studies on reputational mechanisms have revealed mixed results on the veracity and trustworthiness of these mechanisms. In this Part, I explore the current shortcomings of online reputational mechanisms.

A. Content, Usefulness, and Objectivity of Review

When scrolling through major P2P platforms, we might quickly realize that the overwhelming majority of reviews are positive. This phenomenon has also been explored in the media, which found that some consumers leave “five-star reviews” due to feelings of guilt. Consumers fear that a four-star-rating will not be sufficient for an Uber driver to keep her account so they give her a more generous score and fail to disclose some moderate flaws of the service. But, as underlined in the mentioned article, “When everything gets a five, nothing gets a five,” and the ability of ratings and reviews to influence behavior gets lost. One of the major shortcomings of online rating and reputational mechanisms resides in this biased and non-expert attitude of reviewers.

While the quality control exerted by online reviewers might be continuous and allow for a daily control of the performance of service providers, this evaluation will be done with varying standards of quality, hygiene, and value for money.

Research has shown that moderate, detailed, and well-written personal testimonials will be perceived by prospective consumers as more useful and credible.
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However, the same study also underlines that those same online reviews will influence consumers differently, for they tend to identify themselves more with some types of content and style rather than with others. What is said, how it is said, and who says it can influence the assessment of the credibility of reviews as well as their impact on prospective behavior in many ways.

To illustrate, in the case of Airbnb (and other sharing economy platforms), prospective guests make decisions on whether or not to trust the host partially based on her personal photos or social media profile. Individuals generally perceive uncertainty in interpersonal relationships as an unpleasant element, and so the disclosure of one’s identity helps build trust among participants in the digital economy. This trust is, therefore, derived from subjective elements that are not explained by the reviewer’s ability to assess a service accurately.

B. Fake Reviews and other Unfair Practices

Online rating and reputational mechanisms suffer from the same problem as any other type of user-generated content: reviews are unfiltered, directly produced by users, and are often connected to social media profiles. In this context, it is difficult to assess the veracity of the review and limit the spread of “opinion spam,” meaning fake reviews and deceptive messages. Designing a system that incentivizes honest reviews and penalizes deceptive comments remains challenging: low-threshold systems might be easily manipulated by providers but complex systems will face limited consumer participation. Contrary to some service providers or product sellers, platforms have a direct interest in guaranteeing a trustworthy environment and, therefore, have incentives to encourage consumers to give their honest opinions on services.

At the time of writing, at least two European regulators are devoting attention to the need to improve the transparency and trustworthiness of online rating and reputational mechanisms. The UK Competition & Market Authority (CMA) has been gathering information on online reviews and endorsements since 2015 and working with
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51 Marco Viviani & Gabriella Pasi, Quantifier Guided Aggregation for the Veracity Assessment of Online Reviews, 32 Int’l J. Intelligent Sys. 481 (2017).
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platforms to address potentially misleading practices, such as the publication of fake reviews, omission of negative reviews, and paid reviews. In 2016, the CMA took action against an online marketing company that posted fake reviews and breached the Consumer Protection from Unfair Trading Regulations 2008.

In May 2017, the Dutch Authority for Consumers and Markets released the outcomes of a consumer survey, concluding that more transparency in the publication and management of reviews is required. The Dutch regulator established that consumers currently make use of online reviews to a substantial and increasing degree, particularly when choosing electronic products, hotels, and restaurants. However, consumers do not rely on online reviews only in the orientation phase but remain critical and aware that some reviews might have been deleted or that their content might not be trustworthy.

**C. Transparency and Due Process Rights**

At a time when the lives of users have become increasingly transparent and subject to extensive scrutiny and constant review, secrecy is still the norm for the digital platforms that rely upon rating and reputational mechanisms. It is, for example, often unclear why users see some reviews first even though they do not reflect the most recent transactions. On the “Support Center” page of Yelp, the platform tries to provide more information to users on “how Yelp decides which reviews to feature in the search results,” but their answer—“the review snippets that appear on search result pages are determined algorithmically like the search ranking themselves”—does not shed much light on the question. Although the use of algorithms appears to confer an objective character on the platform’s decision-making, these algorithms are informed by data that reflect certain preferences.

At the moment, there is little transparency surrounding information selection and few rules that can ensure reputational integrity in the platform economy. This obscurity affects not only the legitimacy of online reputational mechanisms but also the due process.
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right of individuals. Despite the lack of expertise and accuracy, negative reviews—though scarce—have a disproportionate effect on consumer behavior and may have disastrous consequences for users. A low rating or a number of negative reviews can result in the deactivation of a service provider’s account without the right to contest the content of these ratings or reviews. Online reputational mechanisms add to the current problem of constant workplace surveillance and enhanced pressure to perform under permanent monitoring.

A right to respond to unfavorable ratings and reviews has been defended for a number of years in the literature, but there is evidence that service providers’ responses can often be counterproductive. Individuals tend to perceive negative reviews as personal attacks and respond in a defensive and irrational manner.

D. Legitimacy and Accountability

Meaningful accountability for ratings and reviews is also lacking in the platform economy. Rating and reputational platforms tend to be exempt from any form of liability as long as they operate in “good faith” and remove material that they believe to be obscene or violent. In Europe and in the United States digital platforms are typically not responsible for user-generated content as long as they only host that content. This leaves us with an accountability deficit: in the platform economy, no one is held accountable for the information produced on these platforms and the deficient quality and safety assessment conducted by the reviewers. It is the users’ responsibility to be critical when choosing a P2P service but platforms have not been included in this equation. Thus far, there have been attempts to hold sites that provide ratings of attorneys and physicians more accountable for the content produced by users.

The literature and regulators are thus at a crossroads: on the one hand, online rating and reputational mechanisms have become important information sources that
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62 See Ifeoma Ajunwa et al., Limitless Worker Surveillance, 105 Cal. L. Rev. 735 (2017) (offering an extensive analysis of the problem of ubiquitous workplace surveillance and the need to protect worker privacy).
63 Frank Pasquale, Rankings, Reductionism, and Responsibility, 54 Clev. St. L. Rev. 117 (2006); Robertson, supra note 3.
67 Browne v. Avvo, 525 F. Supp. 2d. 1249 (W.D. Wa. 2007); see Grimmelman, supra note 66.
influence both consumers and service providers while, on the other, these mechanisms remain subjective, biased, and unreliable. The following Part explores this paradox in the context of the shift from traditional regulation to P2P validation.

IV. Regulation: From Command-and-Control to Peer-to-Peer Regulation

The sharing economy has disrupted longstanding sets of national and local regulations, particularly in the sectors of private transportation, hospitality, and restauration, where actors are required to comply with both ex ante and ex post regulations (e.g., licenses, permits, occasional or regular inspections). 68 Sharing economy platforms question the need for these longstanding rules, arguing that their self-regulatory model promotes economic growth and flexibility that is highly appreciated by users. 69 In addition, these platforms have put pressure on regulators to be more transparent about the real goals of public intervention and its ability to address public interests. 70 Platforms and supporters of the sharing economy also argue that rating and reputational systems address potential concerns and reduce risks to the public. 71 Not surprisingly, service providers operating in the traditional sectors, consumer organizations, scholars concerned with the negative externalities of platform capitalism, and multiple national regulators beg to differ. 72

Unlicensed sharing economy services have caused much uproar, both in the literature and in physical spaces, with numerous demonstrations carried out in large European and American cities. In European countries such as Belgium, Germany, and the Netherlands, courts and sectorial regulators have prohibited these services and even imposed criminal sanctions on unlicensed Uber drivers. 73 The value of online reputational mechanisms has been rarely considered in these decisions as a risk-management tool, despite the European Commission’s favorable position toward online ratings and reviews.

In a 2016 Communication, “A European Agenda for the Collaborative Economy,” the European Commission praised online reputational mechanisms for
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69 For an overview of the different narratives in this context, see Frank Pasquale, Two Narratives of Platform Capitalism, 35 Yale L. & Pol’y Rev. 309 (2016).


71 Thierer et al., supra note 8.


“discourag[ing] harmful behavior by market participants [and] . . . in some cases reduc[ing] risks for consumers stemming from information asymmetries.”\textsuperscript{74} The European Commission highlighted that these mechanisms could “reduce the need for certain elements of regulation, provided adequate trust can be placed in the quality of the reviews and ratings.”\textsuperscript{75} The European Commission also advised national regulatory bodies to limit their regulatory interventions to the strict protection of the public interest in line with the existing Internal Market rules and the Services Directive. It further advised them to consider the specific features of collaborative economy business models as well as “the tools they may put in place to address public policy concerns, for instance in relation to access, quality or safety.”\textsuperscript{76}

The Federal Trade Commission (“FTC”) has, thus far, followed a similar approach in its 2016 report on the sharing economy, which underlined the importance of rating and reputational mechanisms for the reduction of information asymmetries and other risks in the sharing economy.\textsuperscript{77} Both regulators appear to acknowledge the ability of online rating and reputational mechanisms to replace or complement traditional regulation in the P2P and B2C economies but do not explain whether they respond to the traditional criticism to command-and-control regulation. This Part offers a reflection on this subject by drawing upon the foundational literature on public and private-interest regulation.

\textbf{A. Public vs. Private Interest Theories of Regulation}

Regulation traditionally refers to top-down, deliberate attempts of the state to address market failures and protect the public interest.\textsuperscript{78} Although this traditional idea of command-and-control standards and rules still reigns in practice, there is no generally accepted definition of regulation nor of its toolbox.\textsuperscript{79} A broader definition of regulation would, therefore, encompass all forms of social control, whether intentional or not, stemming from either public or private organizations.\textsuperscript{80} An oft-cited definition of regulation places the emphasis on the instrumental function of regulation, stating that regulation is “[t]he sustained and focused attempt to alter the behavior of others according to standards or goals with the intention of producing a more broadly identified outcome or outcomes, which may involve mechanisms of standard-setting, information-

\textsuperscript{74} Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions, A European Agenda for the Collaborative Economy, COM (2016) 356 final.

\textsuperscript{75} Id.

\textsuperscript{76} Id.
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\textsuperscript{80} Bronwen Morgan & Karen Yeung, An Introduction to Law and Regulation 3-4 (2007).
gathering and behavior-modification." In the platform economy, a great deal of social control is exerted by P2P monitoring. Ratings and reviews set standards of quality that allow consumers to distinguish between the different service providers.

At the moment, the platform economy is characterized by different regulatory situations: licensed hotels and restaurants that use booking platforms such as Booking.com, Expedia, or OpenTable are subject to an array of public regulations, such as licensing schemes, but also take into account online reputational mechanisms. In the P2P economy, there is limited or no public control of the services provided on digital platforms and users rely primarily on rating and reputational mechanisms to obtain information on a service’s quality and safety. The relatively low number of incidents, the longstanding objections to the obsolescence of traditional regulation, and the need to advance less burdensome rules support the suggestion that self-regulation and online reputation could potentially replace state intervention. Nevertheless, as this section explains, the shift from public to P2P regulation implicates a deeper analysis of the ability of reputational mechanisms to address market failures effectively.

Public interest theories of regulation justify regulatory intervention with the need to promote social welfare and address market failures, such as negative externalities like noise. In the hospitality sector, the information asymmetry between the service providers and consumers, along with the health and safety risks to which a consumer is exposed when eating or sleeping at a foreign establishment, justified the need for the extensive regulation of entry. In all of these cases, regulation (e.g., operating licensure, certification) is justified by the existence of information asymmetries and the consequent inability of consumers to assess the performance of a service provider before engaging in a transaction.

In the European Union, the regulation of entry is subject to a number of limitations. While Member States may regulate access to certain professions, national requirements should be justified by the protection of the public interest. In addition, Member States are required to reduce or eliminate any disproportionate barriers to the freedom of circulation of services. National authorization schemes must be based on clear, unambiguous, transparent, and objective criteria to prevent the arbitrariness of
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84 For the influential analysis of the inability of consumers to judge the quality of certain products and the consequent emergence of the “market for lemons,” see George A. Akerlof, The Market for “Lemons”: Quality Uncertainty and the Market Mechanism, 84 Q.J. Econ. 488 (1970).
national authorities. These safeguards are particularly relevant in the sectors where the Services Directive has been implemented, which include the hospitality sector but exclude transportation services (e.g., ride-sharing platforms).

The traditional public interest justification of regulation has been criticized on several fronts since the 1970s. Private interest scholars contended that regulation was driven by interest groups, regulators were easily captured by the industry, and the regulatory arena was determined by a small number of regulation-seeking groups rather than by the collective welfare. This “capture effect” also meant that traditional regulation was regarded as an instrument to limit competition from other providers rather than a primary tool to safeguard the quality of services and protect the public interest. Despite the academic relevance of this critique, it was not supported by strong empirical evidence and provided little guidance to help detect and correct capture.

The criticism of public-interest regulation was also visible in the context of occupational licensing (e.g., of physicians), which was also created to regulate the quality of professions. Since the medieval guilds, multiple professions were allowed to self-regulate and decide who was allowed to join the profession and under what conditions, often collaborating closely with city councils to regulate the exchange and production of goods. As described in the work of Parsons, the interests of these professions were thought to be intertwined with those of the public.

Throughout the centuries, multiple occupation groups appeared to be driven by the wish to maintain their acquired prestige rather than by altruistic motives. This raised questions of whether self-regulation sufficed and whether regulation served the interests of the public or those of a private group. Most traditional studies submit that licensing regulations and other authorization schemes were adopted to restrict entry and reduce competition. Recent research also suggests these regulations were indeed enacted as a

89 Daniel Carpenter, Detecting and Measuring Capture, in Preventing Regulatory Capture: Special Interest Influence and How to Limit It 57 (Daniel Carpenter & David A. Moss eds., 2014).
93 Linda Haller, Regulating the Professions, in The Oxford Handbook of Empirical Legal Research 216, 217 (Peter Cane & Herbert Kritzer eds., 2010).
reaction to growing risks to public safety, and to improve markets at a time when services where changing and advances in knowledge made it increasingly difficult for consumers to judge the quality of professional services. One of the challenges of determining the interests underlying the need for public regulation resides in the absence of empirical evidence and the broad objections raised against regulatory capture.

In view of the decades of critiques aimed at the public interest arguments of regulation, several alternatives to the traditional command-and-control regulation have been suggested: the deregulation of industries; market-based approaches including pollution taxes and environmental benefit trading; self-regulation (e.g., in the financial sector); the establishment of public-private partnerships; delegation of rulemaking tasks to national and international certification bodies (e.g., sports, construction); co-regulation (e.g., media, food safety); the adoption of soft law and codes of conduct; and, more recently in some European countries, “the right to challenge.”

In the context of the growing intervention of private actors in regulation, we also observe the partial outsourcing of regulatory tasks to private actors justified by efficiency gains, enhanced expertise, potential for higher level of compliance, and the importance of involving different stakeholders. This article regards online reputation as a separate, private enforcement mechanism that can complement traditional regulation.

B. Peer-to-Peer Regulation

The criticism of the public-interest justification of traditional regulation does not fully explain the shift to the modern system of P2P reviews. First, the legitimacy of the individuals rating and writing reviews is unclear. On the one hand, reputational mechanisms contribute to the democratic legitimacy of regulation since they enhance the broad participation of citizens in the economy; they empower consumers with information and allow them to have a say. On the other hand, reputational mechanisms do not promote a true democratic pooling of expertise or a true empowerment of the
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Many of the users who write reviews do so to promote personal agendas, to improve their own reputation, or to be eligible for a discount from a digital platform. In addition, search engines and platforms rearrange the content, streamlining what we see in practice. Some platforms assign the title of “expert” to frequent reviewers (e.g., the Yelp Elite Squad), but although they are able to offer multiple narratives of first-hand experience, it is unlikely that these individuals are more knowledgeable than regulators. Therefore, reputational mechanisms disrupt not only the object but also the subjects behind regulation: in the P2P economy, the regulatory instrument (i.e., the reviews) can be generated by any consumer, regardless of expertise.

Second, online reputation combines limited forms of self-regulation (e.g., conflict resolution services, basic forms for rating and processing of reviews) with the wisdom of the crowds. Therefore, it is likely that, in some cases, the regulatory effect of reputational mechanisms stems from the content of reviews rather than from the platform’s self-regulatory efforts.

Third, online rating and reputational mechanisms respond to the trust deficit that emerged in a novel situation that traditional regulation had not considered previously: the emergence of digital platforms where non-professionals could share goods with or provide services to each other. Users in the platform economy interact with individuals who are often unlicensed, unregistered non-professionals and, above all, strangers who could poison or hurt prospective consumers. Under these circumstances, users are required to trust each other and feel protected against major risks. In regulated markets, this measure of protection is typically offered by regulation that reduces mistrust in counterparties by addressing common problems such as moral hazard or high search costs.

Despite its informal character, online reputation provides incentives to individuals to change their behavior. However, this reputational system is far from perfect. The deficiencies of current reputational mechanisms affect their ability to protect users effectively against several risks because the information provided on P2P platforms often refers to quality features of products and services (e.g., a host’s friendliness), may be biased, and is processed in a non-transparent way. The informative and trust-building potentials of online reputation should not be disregarded, but they may not be enough to address market failures and manage important risks to consumers.
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V. A Collaborative Framework for Online Reputation

Up until now, several regulators have focused on enforcing existing rules in spite of their ability to respond to the innovative elements of the platform economy. This formal approach to regulation does not work well in the context of informal enforcement mechanisms that may also address some—but not all—risks of the platform economy. In this Part, I suggest a co-regulatory or collaborative approach for the interaction between online reputational mechanisms and traditional regulation. Regulators can benefit from more transparent online reputational mechanisms, as they can rely on their information to identify problematic service providers that might require regulatory intervention. Online reputational mechanisms will also be more effective in managing risks if they process information in a clear and accountable way and if they are regulated.

A. Reduce Enforcement Costs

Regulatory conversations and a closer cooperation between platforms, regulators, and other stakeholders can help regulators manage risks that currently characterize the platform economy as well as reduce enforcement costs. While official inspections of facilities take place in some sectors on a yearly basis, online reviews inspect the service and some of the facilities of restaurants, hotels, and equivalent P2P services on a daily basis. Online reputational mechanisms can alert public bodies to problems that would otherwise only be immediately identified after a formal complaint.

Rating and reputational systems complement traditional regulation by offering additional information and evidence that would otherwise be difficult to gather. In March 2017, the highest administrative court in the Netherlands criticized local enforcement officers for not considering the data included in the online reviews on Airbnb. This public information could help public bodies ascertain whether users are in violation of local rules and proffer valid evidence to consubstantiate these infringements.

B. Co-regulation for Transparency

Reputational mechanisms rely on the observation of past actions and the ability to predict future performance on this ground. Nevertheless, observability is an imperfect method that only provides anecdotal evidence. Online reputation results from the “noise” and the appearances created by a majority of voices. Reputational mechanisms might be untrustworthy if consumers, platforms, and regulators do not work together to overcome the limitations of this system—in particular, the scarce ratings, differing tastes,
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and attempts to tamper with the system. The trustworthiness of online reputation as an effective regulatory mechanism depends on its ability to reduce the gap between the message conveyed by someone’s reputation and the reality.

Once a user has built a sufficiently strong reputation, she might not have incentives for further investment and improvement. In addition, quality signals emitted by online reputation also fail. It is precisely when there is the risk that these signals might fail that consumers should be able to trust regulators to offer them protection, namely through the regulation of minimum standards of safety and quality.108

Even when users are aware of the fact that the reviews might not be accurate or reflect any particular expertise, they take them into account because they trust that digital platforms have not been significantly altered. As Jack Balkin explains, digital platforms should be regarded as information fiduciaries and as such, they owe a duty of care and a duty of loyalty to their users.109 This means that they should act competently and, in the case of online rating and reviews, ensure that the reviews are as truthful and accurate as possible.

While we cannot expect online reputational mechanisms to be infallible and always just, regulators should ensure that these systems operate in a context of procedural regularity. Platforms should be able to explain how ratings are calculated and live up to some standard of fairness and accuracy. Drawing on the scholarship of Danielle Citron and Frank Pasquale, it could be suggested that online rating and reputational mechanisms draw insights from the idea of a “technological due process”110—a systematic approach to deciding between automation and human discretion and ensuring that the general principles of good administration are not affected by an unaccountable delegation of regulatory tasks to informal or P2P enforcement mechanisms. Online rating and reputational mechanisms do not yet reflect the core values served by due process, those being accuracy, objectivity, the appearance of fairness, predictability, rationality, and participation.111

Platforms can be given incentives to improve their current self-regulatory practices and their online rating and reputational mechanisms in order to guarantee that these instruments become more transparent and effective. Users write reviews following the forms they are provided with. Therefore, more accurate questions on key quality and safety aspects can significantly improve current systems. In addition, regulators should work together with platforms to address some of the negative externalities of unregulated services, namely potential socially harmful behavior. A closer cooperation between formal

and informal enforcement mechanisms might benefit not only public bodies but also the reliability of online reputational mechanisms.

As described in Part II, online reviews are plagued by subjective information and affected by the obscure character of platforms. Regulators and scholars have recently started to think about solutions for these problems. In May 2017, the Dutch Authority for Consumers & Markets suggested a number of improvements to the current system of online reviews, including informing consumers on how reviews are aggregated and presented; treating positive and negative reviews equally as much as possible; publishing online reviews expeditiously; ranking the most recent reviews by date of publication rather than date of writing; and providing additional information on the circumstances under which the reviews were written (e.g., “Reviewers were allowed to test this product for free” or “The reviewer received a remuneration for writing this review”).

VI. Conclusion

The high costs and failures of regulation and its public interest rationale have been well documented in the literature in recent years. Therefore, it could be tempting to suggest relying solely on self-regulatory and reputational solutions, but this article has shown that, despite their informative role, relying on these solutions might be a simplistic and incomplete approach to the imperfect information that characterizes the platform economy. Online reputation does not come at zero cost and it also requires the existence of effective sanctions. Moreover, in the context of the platform economy, reputational feedback does not create a scenario of perfect information—it merely creates the illusion thereof. Rating and reputational systems remain black boxes which might not always produce sufficient and objective information to avoid accidents or manage other consumer risks. In the context of imperfect information, accidents might still happen, even when parties value their good name and reputation.

It is precisely here that the interaction between online reputation and regulatory intervention should be explored. As explained in the literature on product liability, the design of legal regulations should take into account the existence and effectiveness of private instruments such as market reputation. Traditional authorization schemes do not yet take into account the ability of consumers to provide information to each other, nor do they reckon with the general flow of information on the Internet. As information becomes a stronger regulatory instrument, traditional regulators should indeed consider reputational systems as complements to traditional state intervention.

While online reputational mechanisms might never be fully objective, a closer interaction with regulators can ensure that information provided by users is used to facilitate public enforcement, regulation is more regularly updated, different stakeholders
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are heard, consumers are empowered with greater transparency regarding how their reviews are processed, and the accountability deficit of reputational mechanisms is addressed.\textsuperscript{114} Online reputation might never be a totally objective, costless, and unbiased regulatory instrument—but, then again, neither is command-and-control regulation.

\textsuperscript{114} Pasquale, supra note 43, at 108.