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Abstract

We consider the contact process on a random graph with a fixed degree distribution given by a power law. We follow the work of Chatterjee and Durrett [2], who showed that for arbitrarily small infection parameter $\lambda$, the survival time of the process is larger than a stretched exponential function of the number of vertices. For $\lambda$ close to 0 (that is, "near criticality"), we obtain sharp bounds for the typical density of infected sites in the graph, as the number of vertices tends to infinity. We exhibit three different regimes for this density, depending on the tail of the degree law.
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1 Introduction

In this paper we study the contact process on a random graph with a fixed degree distribution equal to a power law. Let us briefly describe the contact process and the random graph we consider.

The contact process is an interacting particle system that is commonly taken as a model for the spread of an infection in a population. Given a locally finite graph $G = (V,E)$ and $\lambda > 0$, the contact process on $G$ with infection rate $\lambda$ is a Markov process $(\xi_t)_{t \geq 0}$ with configuration space $\{0,1\}^V$. Vertices of $V$ (also called sites) are interpreted as individuals, which can be either healthy (state 0) or infected (state 1). The infinitesimal generator for the dynamics is

$$\Omega f(\xi) = \sum_{x \in V} (f(\phi_x \xi) - f(\xi)) + \lambda \sum_{(x,y) \in E} \left( f(\phi_{(x,y)} \xi) - f(\xi) \right), \quad (1.1)$$
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where

\[
\phi_x \xi(z) = \begin{cases} 
\xi(z), & \text{if } z \neq x; \\
0, & \text{if } z = x;
\end{cases}
\]

and

\[
\phi(x,y)\xi(z) = \begin{cases} 
\xi(z), & \text{if } z \neq y; \\
I_{\max(\xi(x), \xi(y)) = 1}, & \text{if } z = y.
\end{cases}
\]

Here and in the rest of the paper, \(I\) denotes the indicator function. Given \(A \subset V\), we will write \((\xi^A_t)\) to denote the contact process with the initial configuration \(I_A\). If \(A = \{x\}\), we write \((\xi^x_t)\). Sometimes we abuse notation and identify the configuration \(\xi_t\) with the set \(\{x : \xi_t(x) = 1\}\).

We refer the reader to [9] and [10] for an elementary treatment of the contact process and proofs of the basic properties that we will now review.

The dynamics given by the generator (1.1) has two forms of transition. First, infected sites become healthy at rate 1; a recovery is then said to have occurred. Second, given an ordered pair of sites \((x, y)\) such that \(x\) is infected and \(y\) is healthy, \(y\) becomes infected at rate \(\lambda\); this is called a transmission.

We note that the configuration in which all individuals are healthy is absorbing for the dynamics. The random time at which this configuration is reached, \(\inf\{t : \xi_t = \emptyset\}\), is called the extinction time of the process. A fundamental question for the contact process is: is this time almost surely finite? The answer to this question depends on course on the underlying graph \(G\) and on the rate \(\lambda\), but not on the initial configuration \(\xi_0\), as long as \(\xi_0\) contains a finite and non-zero quantity of infected sites. If, for one such \(\xi_0\) (and hence all such \(\xi_0\)), the extinction time is almost surely finite, then the process is said to die out; otherwise it is said to survive. Using the graphical construction described below, it is very simple to verify that on finite graphs, the contact process dies out.

In order to make an analogy with the contact process on the random graphs we are interested in, it will be useful for us to briefly look at known results for the contact process on the \(d\)-dimensional lattice \(\mathbb{Z}^d\) and on finite boxes of \(\mathbb{Z}^d\). The contact process on \(\mathbb{Z}^d\) exhibits a phase transition: there exists \(\lambda_c(\mathbb{Z}^d) \in (0, \infty)\) such that the process dies out if and only if \(\lambda \leq \lambda_c\). The process is said to be subcritical, critical and supercritical respectively if \(\lambda < \lambda_c\), \(\lambda = \lambda_c\) and \(\lambda > \lambda_c\). In the supercritical case, if the process is started with every site infected, then as \(t \to \infty\) its distribution converges to a non-trivial invariant measure on \(\{0, 1\}^{\mathbb{Z}^d}\) called the upper invariant distribution; we denote it by \(\bar{\pi}\).

Interestingly, this phase transition is also manifest for the contact process on finite subsets of the lattice. Let \(\Gamma_n = \{1, \ldots, n\}^d\) and consider the contact process on \(\Gamma_n\) with parameter \(\lambda\) starting from all infected, \((\xi^\Gamma_n)_t\). As mentioned above, this process almost surely dies out. However, the expected extinction time grows logarithmically with \(n\) when \(\lambda < \lambda_c(\mathbb{Z}^d)\) and exponentially with \(n\) when \(\lambda > \lambda_c(\mathbb{Z}^d)\) ([7], [11]). In the latter case, metastability is said to occur, because the process persists for a long time in an equilibrium-like state which resembles the restriction of \(\bar{\pi}\) to the box \(\Gamma_n\), and eventually makes a quick transition to the true equilibrium - the absorbing state. In particular, if \((t_n)\) is a sequence of (deterministic) times that grows to infinity slower than the expected extinction times of \((\xi^\Gamma_n)_t\) \(t \geq 0\), we have

\[
\frac{|\xi_{t_n}|}{n^d} \xrightarrow{n \to \infty} \bar{\pi}\left(\{\xi \in \{0, 1\}^{\mathbb{Z}^d} : \xi(0) = 1\}\right) \text{ in probability,}
\]

where \(|\cdot|\) denotes cardinality. This means that the density of infected sites in typical times of activity is similar to that of infinite volume.

The main theorem in this paper is a statement analogous to (1.2) for the contact process on a class of random graphs, namely the configuration model with power law
degree distribution, as described in [13] and [8]. Let us define these graphs. We begin with a probability measure $p$ on $\mathbb{N}$; this will be our degree distribution. We assume it satisfies

$$p(\{0, 1, 2\}) = 0;$$

for some $a > 2$, $0 < \lim\inf_{m \to \infty} m^a p(m) \leq \lim\sup_{m \to \infty} m^a p(m) < \infty$. (1.4)

The first assumption, that $p$ is supported on integers larger than 2, is made to guarantee that the graph is connected with probability tending to 1 as $n \to \infty$ ([2]). The second assumption, that $p$ is a power law with exponent $a$, is based on the empirical verification that real-world networks have power law degree distributions; see [6] for details.

For fixed $n \in \mathbb{N}$, we will construct the random graph $G_n = (V_n, E_n)$ on the set of $n$ vertices $V_n = \{v_1, v_2, \ldots, v_n\}$. To do so, let $d_1, \ldots, d_n$ be independent with distribution $p$. We assume that $\sum_{i=1}^n d_i$ is even; if it is not, we add 1 to one of the $d_i$, chosen uniformly at random; this change will not have any effect in any of what follows, so we will ignore it. For $1 \leq i \leq n$, we endow $v_i$ with $d_i$ half-edges (sometimes also called stubs). Pairs of half-edges are then matched so that edges are formed; since $\sum_{i=1}^n d_i$ is even, it is possible to match all half-edges, and an edge set is thus obtained. We choose our edge set $E_n$ uniformly among all edge sets that can be obtained in this way. We denote by $P_{p,n}$ a probability measure under which $G_n$ is defined. If, additionally, a contact process with parameter $\lambda$ is defined on the graph, we write $P_{p,n}^{\lambda}$.

**Remark.** $G_n$ may have loops (edges that start and finish at the same vertex) and multiple edges between two vertices. As can be read from the generator in (1.1), loops can be erased with no effect in the dynamics, and when vertices $x$ and $y$ are connected by $k$ edges, an infection from $x$ to $y$ (or from $y$ to $x$) is transmitted with rate $k \lambda$.

In [2], Chatterjee and Durrett studied the contact process $(\xi_t^n)$ on $G_n$, and obtained the surprising result that it is “always supercritical”: for any $\lambda > 0$, the extinction time grows quickly with $n$ (it was shown to be larger than a stretched exponential function of $n$). This contradicted predictions in the Physics literature to the effect that there should be a phase transition in $\lambda$ similar to the one we described for finite boxes of $\mathbb{Z}^d$.

In [12], the result of [2] was improved and the extinction time was shown to grow as an exponential function of $n$.

As already mentioned, our main theorem is concerned with the density of infected sites on the graph at times in which the infection is still active. The main motivation in studying this density is shedding some light into the mechanism through which the infection manages to remain active for a long time when its rate is very close to zero. In particular, our result shows that this mechanism depends on the value of $a$, the exponent of the degree distribution.

**Theorem 1.1.** There exist $c, C > 0$ such that, for $\lambda > 0$ small enough and $(t_n)$ with $t_n \to \infty$ and $\log t_n = o(n)$, we have

$$P_{p,n}^{\lambda} \left( c \rho_a(\lambda) \leq \frac{|V_n|}{n} \leq C \rho_a(\lambda) \right) \xrightarrow{n \to \infty} 1,$$

where $\rho_a(\lambda)$ is given by

$$\rho_a(\lambda) = \begin{cases} \lambda^{\frac{a}{a-2}} & \text{if } 2 < a \leq 2 \frac{1}{2}; \\ \lambda^{\frac{a-3}{a-2} \left(\frac{1}{a} - \frac{1}{2}\right)} & \text{if } 2 \frac{1}{2} < a \leq 3; \\ \lambda^{\frac{a-3}{a-2} \left(\frac{1}{a} - \frac{1}{2}\right)} & \text{if } a > 3. \end{cases}$$
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This theorem solves the open problem of [2], page 2337, for \( a > 2 \). For \( 2 < a \leq 3 \), the result is new, as no estimates were previously available. For \( a > 3 \), it is an improvement of the non-optimal bounds that were obtained in [2]: there, it proved that for \( a > 3 \), the density is between \( \lambda^{2a-3+\epsilon} \) and \( \lambda^{a-1-\epsilon} \) for any \( \epsilon > 0 \), when \( \lambda \) is small.

The near-critical behavior of stochastic models on power law random graphs has been the topic of the very recent paper [4]. In it, Dommers, Giardinà and van der Hofstad studied the ferromagnetic Ising model on random trees and locally tree-like random graphs with power law degree distributions (in particular, their results cover the class of graphs we consider in this paper). They studied several exponents for the magnetization of the Ising model as \( \beta \to \beta_c \), where \( \beta \) is the inverse temperature and \( \beta_c \) its critical value, and showed how these exponents depend on the exponent of the degree distribution. This dependence exhibits different regimes.

By a well-known property of the contact process called duality (see [9], Section III.4), for any \( t > 0 \) and \( 1 \leq i \leq n \) we have

\[
P_{p,n}^\lambda \left( \xi_{ti}^{t}(v_i) = 1 \right) = P_{p,n}^\lambda \left( \xi_{ti}^{t} \neq \emptyset \right).
\]

On the right-hand side, we have the probability that the contact process started at \( v_i \) is still active at time \( t \). In the study of this probability, we are required to understand the local structure of \( G_n \) around a typical vertex. This is given, in the limit as \( n \to \infty \), by a two-stage Galton-Watson tree.

In order to precisely state this, let \( q \) be the size-biased distribution associated to \( p \), that is, the measure on \( \mathbb{N} \) given by \( q(m) = (\sum_{i \geq 0} i \cdot p(i))^{-1} \cdot m \cdot p(m) \) (note that the assumption that \( a > 2 \) implies that \( \sum_{i \geq 0} i \cdot p(i) < \infty \). Let \( Q_{p,q} \) be a probability measure under which a Galton-Watson tree is defined with degree distribution of the root given by \( p \) and degree distribution of all other vertices given by \( q \). Note that, since \( p(\{0,1,2\}) = q(\{0,1,2\}) = 0 \), this tree is infinite. We emphasize that we are giving the degree distribution of vertices, and not their offspring distribution, which is more commonly used for Galton-Watson trees. The following Proposition then holds; see [2] and Chapter 3 of [6] for details. For a graph \( G \) with vertex \( x \) and \( R > 0 \), we denote by \( B_{G}(x,R) \) the ball in \( G \) with center \( x \) and radius \( R \).

**Proposition 1.2.** For any \( k \in \mathbb{N} \) and \( R > 0 \), as \( n \to \infty \), the \( k \) balls \( B_{G_n}(v_1,R), \ldots, B_{G_n}(v_k,R) \) under \( P_{p,n} \) are disjoint with probability tending to 1. Moreover, they jointly converge in distribution to \( k \) independent copies of \( B_{\mathbb{T}}(o,R) \), where \( \mathbb{T} \) is a Galton-Watson tree (with root \( o \)) sampled from the probability \( Q_{p,q} \).

(Obviously, in the above, there is nothing special about the vertices \( v_1, \ldots, v_k \) and the result would remain true if, for each \( n \), they were replaced by \( v_{i_{n,1}}, \ldots, v_{i_{n,k}} \), with \( 1 \leq i_{n,1} < \cdots < i_{n,k} \leq n \).

With this convergence at hand, in [2], the right-hand side of (1.5) (and then, by a second moment argument, the density of infected sites) is shown to be related to the probability of survival of the contact process on the random tree given by the measure \( Q_{p,q} \). In this paper, we make this relation more precise, as we now explain. We denote by \( Q_{p,q}^\lambda \) a probability measure under which the two-stage Galton-Watson tree described above is defined and a contact process of rate \( \lambda \) is defined on the tree. Typically this contact process will be started from only the root infected, and will thus be denoted by \( (\xi_t^\lambda)_{t \geq 0} \). Let \( \gamma_p(\lambda) \) denote the survival probability for this process, that is,

\[
\gamma_p(\lambda) = Q_{p,q}^\lambda \left( \xi_t^\lambda \neq \emptyset \; \forall t \right).
\]

As we will shortly discuss in detail, this quantity turns out to be positive for every \( \lambda > 0 \). Here we prove
Theorem 1.3. For any \( \lambda > 0, \epsilon > 0 \) and \((t_n)\) with \( t_n \to \infty \) and \( \log t_n = o(n) \), we have

\[
P_{p,n}^\lambda \left( \left\| \frac{V_n}{n} - \gamma_p(\lambda) \right\| > \epsilon \right) \xrightarrow{n \to \infty} 0.
\]

The above result was conjectured in [2], page 2336, and is an improvement of their Theorem 1 (also note that we do not assume that \( \lambda \) is small). Since the proof is essentially a careful rereading of the arguments in [2], we postpone it to the Appendix. Our main focus in the paper will be finding the asymptotic behaviour of \( \gamma_p(\lambda) \) as \( \lambda \to 0 \):

Proposition 1.4. There exist \( c, C > 0 \) such that \( c \rho_a(\lambda) \leq \gamma_p(\lambda) \leq C \rho_a(\lambda) \) for \( \lambda \) small enough, where \( \rho_a(\lambda) \) is the function defined in the statement of Theorem 1.1.

Theorem 1.1 immediately follows from Theorem 1.3 and Proposition 1.4. Since we concentrate our efforts in proving Proposition 1.4, in all the remaining sections of the paper (except the Appendix) we do not consider the random graph \( G_n \). Rather, we study the contact process on the Galton-Watson tree started with the root infected, \((\xi^n_t)_{t \geq 0}\).

We will now describe the ideas behind the proof of the above proposition.

- **Case** \( a > 3 \). Fix a small \( \lambda > 0 \). On the one hand, we show that a tree in which every vertex has degree smaller than \( \frac{1}{\lambda^2} \) is a “hostile environment” for the spread of the infection, in the sense that an infection started at vertex \( x \) eventually reaches vertex \( y \) with probability smaller than \( (2\lambda)^{d(x,y)} \), where \( d \) denotes graph distance (see Lemma 5.1). On the other hand, we show that if a vertex has degree much larger than \( \frac{1}{\lambda^2} \), then it can sustain the infection for a long time; roughly, if \( \deg(x) > \frac{c}{\lambda^2} \), then the infection survives on the star graph defined as \( x \) and its neighbours for a time larger than \( e^{cK} \) with high probability, where \( c \) is a universal constant (see Lemma 3.1). This is due to a “bootstrap effect” that occurs in this star, in which whenever \( x \) becomes infected, it transmits the infection to several of its neighbours, and whenever it recovers, it receives the infection back from many of them.

Let us now call a vertex **small** or **big** depending on whether its degree is below or above the \( \frac{1}{\lambda^2} \) threshold, respectively (this terminology is only used in this Introduction). It is natural to imagine that the infection can propagate on the infinite tree by first reaching a big vertex, then being maintained around it for a long time and, during this time, reaching another vertex of still higher degree, and so on. However, when \( a > 3 \), big vertices are typically isolated and at distance of the order of \( \log \frac{1}{\lambda} \) from each other. This suggests the introduction of another degree threshold, which turns out to be of the order of \( \frac{1}{\lambda} \log^2 \frac{1}{\lambda} \) — let us call a vertex **huge** if its degree is above this threshold. The point is that if a vertex is big but not huge, then although it maintains the infection for a long time, this time is not enough for the infection to travel distances comparable to \( \log \frac{1}{\lambda} \), and hence not enough to reach other big sites. Huge vertices, in comparison, do maintain the infection for a time that is enough for distances of order \( \log \left( \frac{1}{\lambda} \right) \) to be overcome.

With these ideas in mind, we define a key event \( E^* = \{ \text{the root has a huge neighbour} \ x^* \text{ that eventually becomes infected} \} \) (again, this terminology is exclusive to this Introduction). We think of \( E^* \) as the “best strategy” for the survival of the infection. Indeed, in Section 4 we show that if \( E^* \) occurs, then the infection survives with high probability and in Section 6 we show that every other way in which the infection could survive has probability of smaller order, as \( \lambda \to 0 \), than that of \( E^* \). The probability of \( E^* \) is roughly \( q(\frac{1}{\lambda} \log^2 \frac{1}{\lambda}, \infty) \cdot \lambda \), the first term corresponding to the existence of the huge neighbour and the second term to its becoming infected. Since \( p(m) \asymp m^{-a} \) (that is, \( m^a \cdot p(m) \) is bounded from above and below), we have \( q(m) \asymp m^{-(a-1)} \) and \( q([m, \infty)) \asymp m^{-(a-2)} \).
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using this, we see that, modulo constants, \( q \left( \left[ \frac{1}{\sqrt{\lambda}} \log^2 \frac{1}{\lambda}, \infty \right) \right) \cdot \lambda = \frac{\lambda^{2a-3}}{\log^{2a-4}(\lambda)} \), which is the definition of \( \rho_a(\lambda) \) when \( a > 3 \).

- **Case** \( 2\frac{1}{2} < a \leq 3 \). This case is very similar to the previous one. The main difference is that now, when growing the tree from the root, if we find a vertex of large degree \( K \), then with high probability, it will have a child with degree larger than \( K \) (or a grandchild in the case \( a = 3 \)). As a consequence, defining small and big vertices as before, big vertices will no longer be in isolation, but will rather be close to each other. For this reason, once the infection reaches a big site, the distance it needs to overcome to reach another big site is small, and we have to modify the "big-huge" threshold accordingly.

The new threshold is shown to be \( \frac{1}{2^a} \log \frac{1}{\lambda} \). The key event \( E^* \) is then defined in the same way as before, and shown to have probability of the order of \( \rho_o(\lambda) \).

- **Case** \( 2 < a \leq 2\frac{1}{2} \). In both previous cases, the "bootstrap effect" that we have described is crucial. Interestingly, it does not play an important role in the regime in which the tree is the largest, that is, \( 2 < a \leq 2\frac{1}{2} \). In this case, the survival of the infection does not at all depend on vertices of high degree sustaining the infection around them for a long time, as we now explain. We define a comparison process \( \{\eta_t\} \) which is in all respects identical to the contact process \( \{\xi_t\} \), with the only exception that once sites become infected and recover for the first time, they cannot become infected again.

Thus, \( \{\xi_t\} \) stochastically dominates \( \{\eta_t\} \), that is, both processes can be constructed in the same probability space satisfying the condition \( \xi_t^a(x) \geq \eta_t(x) \) for all \( x \) and \( t \). The process \( \{\eta_t\} \) is much easier to analyse than the contact process, and we find a lower bound for the probability that it remains active at all times (and thus a lower bound for the survival probability of the contact process). We then give an upper bound for the survival probability of \( \{\xi_t\} \) that matches that lower bound. This implies that, in the regime \( 2 < a \leq 2\frac{1}{2} \), as \( \lambda \to 0 \), the survival probabilities of \( \{\xi_t\} \) and \( \{\eta_t\} \) are within multiplicative constants of each other.

Finally, let us describe the organization of the paper. Section 2 contains a description of the graphical construction of the contact process and of the notation we use. In Section 3 we establish a lower bound for the survival time of the process on star graphs (Lemma 3.1) and, as an application, a result that gives a condition for the process to go from one vertex \( x \) of high degree to another vertex \( y \) on a graph (Lemma 3.2). In Section 4, we use these results to prove the lower bound in Proposition 1.4. In Section 5, we give an upper bound on the probability that the process spreads on a tree of bounded degree (depending on \( \lambda \)), and in Section 6 we apply this to obtain the upper bound in Proposition 1.4. In the Appendix, we prove Theorem 1.3.

## 2 Setup and notation

### 2.1 Graphical construction of the contact process

In order to fix notation, we briefly describe the graphical construction of the contact process. Let \( G = (V, E) \) be a graph and \( \lambda > 0 \). We take a probability measure \( P_G^\lambda \) under which we have a family \( H \) of independent Poisson point processes on \([0, \infty)\) as follows:

\[
\{D_x : x \in V\} \text{ with rate } 1;
\{D_{x,y} : (x, y) \in E\} \text{ with rate } \lambda.
\]

The elements of the random sets \( D_x \) are called recoveries, and those of the sets \( D_{x,y} \) are called transmissions. The collection \( H \) is called a graphical construction for the contact process on \( G \) with rate \( \lambda \). Given \( x, y \in V \) and \( 0 \leq t_1 \leq t_2 \), an infection path from \( (x, t_1) \) to \( (y, t_2) \) is a piecewise constant, right-continuous function \( \gamma : [t_1, t_2] \to V \).
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satisfying $\gamma(t_1) = x$, $\gamma(t_2) = y$ and, for all $t$,

- if $\gamma(t-) \neq \gamma(t)$, then $\{\gamma(t-), \gamma(t)\} \in E$ and $t \in D_{\gamma(t-), \gamma(t)}$;
- if $\gamma(t) = z$, then $t \notin D_z$.

If such a path exists, we write $(x, t_1) \leftrightarrow (y, t_2)$. Given $A, B \subset V$, $J_1, J_2 \subset [0, \infty)$, we write $A \times J_1 \leftrightarrow B \times J_2$ if $(x, t_1) \leftrightarrow (y, t_2)$ for some $x \in A$, $y \in B$, $t_1 \in J_1$ and $t_2 \in J_2$ with $t_1 \leq t_2$. Given a set $U \subset V$ with $A, B \subset U$, we say that $A \times J_1 \leftrightarrow B \times J_2$ inside $U$ if $A \times J_1 \leftrightarrow B \times J_2$ by an infection path that only visits vertices of $U$.

For $A \subset V$, by letting $\xi^A_t(x) = I_{(t \times 0) \leftrightarrow (x, t)}$ for each $t \geq 0$, we get a process $\xi^A_t \geq 0$ that has the same distribution as the contact process with initial configuration $I_A$, as defined by the generator (1.1). A significant advantage of this construction is that, in a single probability space, we obtain contact processes with all initial configurations, $((\xi^A_t)_{t \geq 0})_{A \subset V}$, with the property that for every $A$, $\xi^A_t = \cup_{x \in A} \xi^x_t$ and in particular, if $A \subset B$, we have $\xi^A_t \subset \xi^B_t$ for every $t$.

### 2.2 Remarks on the laws $p$ and $q$

Recall that our assumptions on the degree distribution $p$ are that $p(\{0, 1, 2\}) = 0$ and, for some $a > 2$, $c_0 > 0$ and large enough $k$, we have $c_0 k^{-a} < p(k) < c_0 k^{-a}$. The fact that $a > 2$ implies that $\mu := \sum_{k=1}^\infty k p(k) < \infty$ and that the size-biased distribution $q$ is well-defined. In case $a > 3$ we also have $\nu := \sum_{k=1}^\infty k q(k) < \infty$. We may and often will assume that the constants $c_0, C_0$ also satisfy, for large enough $k$,

\[
\begin{align*}
    p(k, \infty), q(k) &\in (c_0 k^{-(a-1)}, C_0 k^{-(a-1)}); \\
    q(k, \infty) &\in (c_0 k^{-(a-2)}, C_0 k^{-(a-2)}); \\
    \sum_{k=0}^\infty k q(k) &\in \begin{cases} 
        (c_0 m^{-a}, C_0 m^{-a}) & \text{if } 2 < a < 3; \\
        (c_0 \log(m), C_0 \log(m)) & \text{if } a = 3.
    \end{cases}
\end{align*}
\]

### 2.3 Notation

For ease of reference, here we summarize our notation. Some of the points that follow were already mentioned earlier in the Introduction.

Given a graph $G$ and $\lambda > 0$, $P_G^\lambda$ denotes a probability measure for a graphical construction of the contact process on $G$ with rate $\lambda$. Under this measure, we can consider the contact process $(\xi^A_t)_{t \geq 0}$ on $G$ with any initial configuration $I_A$.

Unless otherwise stated, Galton-Watson trees are denoted by $T$ and their root by $o$. Their degree distribution (or distributions in the case of two-stage trees) will be clear from the context. The probability measure is denoted $Q_r$ if the degree distribution of all vertices is $r$ and $Q_{r,s}$ if the root has degree distribution $r$ and other vertices have degree distribution $s$. If on top of the tree, a graphical construction for the contact process with rate $\lambda$ is also defined, we write $Q_{r,s}^\lambda$ and $Q_{r,s}^\lambda$.

$G_n$ denotes the random graph on $n$ vertices with fixed degree distribution $p$, as described above, and $P_{p,n}^\lambda$ a probability measure for a space in which it is defined. $P_{p,n}^\lambda$ is used when a graphical construction with rate $\lambda$ is defined on the random graph.

The distribution $p$ has exponent $a$, as in (1.4), and its mean is denoted by $\mu$. If the size-biased distribution $q$ has finite mean, this mean is denoted by $\nu$. Since $q$ may have infinite expectation, we may sometimes have to consider its truncation, that is, for $m > 0$, the law

\[
\Xi_m(k) = \begin{cases} 
    q(m, \infty) & \text{if } k = 1; \\
    q(k), & \text{if } 1 < k \leq m; \\
    0, & \text{if } k > m.
\end{cases}
\]
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(since \( q \) is used as a degree distribution for vertices of a tree, we set the minimum value of its truncation to 1).

On a graph \( G \), \( d(x, y) \) denotes graph distance and \( B(x, R) = \{ y : d(x, y) \leq R \} \). For a set \( A \), we denote by \( |A| \) the number of elements of \( A \).

3 A survival estimate on star graphs

We start looking at the contact process on star graphs, that is, graphs in which all vertices except a privileged one (called the hub) have degree 1. A first result to the effect that the contact process survives for a long time on a large star was Lemma 5.3 in [1], which showed that, for a star \( S \), if \( \lambda \) is small and \( \lambda^2 |S| \) is larger than a universal constant, then the infection survives for a time that is exponential in \( \lambda^2 |S| \). The following result adds some more detail to that picture.

**Lemma 3.1.** There exists \( c_1 > 0 \) such that, if \( \lambda < 1 \) and \( S \) is a star with hub \( o \),

(i.) \( P^X_S \left( |\xi_1| > \frac{1}{4e} \cdot \lambda \deg(o) \right) \geq \frac{1}{e} \frac{1}{1 - e^{-c_1 \lambda \deg(o)}}; \)

(ii.) if \( \lambda^2 \deg(o) > 64e^2 \) and \( |\xi_0| > \frac{1}{10e} \lambda \deg(o) \), then \( P^X_S \left( \xi_{e_1, \lambda^2 \deg(o)} \neq \emptyset \right) \geq 1 - e^{-c_1 \lambda^2 \deg(o)}; \)

(iii.) as \( |S| \to \infty \), \( P^X_S (\exists t : |\xi_o|^t > \frac{1}{16} \cdot \lambda \deg(o)) \to 1. \)

**Proof.** Here and in the rest of the paper, we use the following fact, which is a consequence of the Markov inequality: for any \( n \in \mathbb{N} \) and \( r \in [0, 1] \), if \( X \sim \text{Bin}(n, r) \) we have

\[
\forall \alpha > 0 \ \exists \theta > 0 : \ P(|X - EX| > \alpha n r) \leq e^{-\theta \alpha n r}. \tag{3.1}
\]

For the event in (i.) to occur, it is sufficient that there is no recovery at \( o \) in [0, 1] and, for at least \( \frac{\lambda}{4e} \deg(o) \) leaves, there is no recovery in [0, 1] and a transmission is received from \( o \). Also using the inequality \( 1 - e^{-\lambda} \geq \lambda/2 \) for \( \lambda < 1 \), the probability in (i.) is more than

\[
e^{-1} \cdot P \left( \text{Bin} \left( \deg(o), e^{-1}(1 - e^{-\lambda}) \right) > \frac{\lambda}{4e} \deg(o) \right) \geq e^{-1} \cdot P \left( \text{Bin} \left( \deg(o), \frac{\lambda}{2e} \right) > \frac{\lambda}{4e} \deg(o) \right) \geq e^{-1} \left( 1 - e^{-c \lambda \deg(o)} \right)
\]

for some \( c > 0 \), by (3.1). (i.) is now proved.

For \( j \geq 0 \), define

\[
\Gamma_j = \{ y \in S \setminus \{o\} : D_y \cap [j, j + 1] = \emptyset \},
\]

\[
\Psi_j = \{ y \in \Gamma_j : \xi^j_0(y) = 1 \}.
\]

\( \Psi_j \) is thus the set of leaves of the star that are infected at time \( j \) and do not heal until time \( j + 1 \). For each \( j \geq 0 \), we will now define an auxiliary process \( (Z^j_t)_{j \leq t \leq j+1} \). We put \( Z^0_j \equiv 1 \) and, for \( j \geq 1 \), put

- \( Z^j_j \equiv 0; \)
- for each \( t \in [j, j + 1] \) such that for some \( y \in \Psi_j \) we have \( t \in D_y, \) put \( Z^j_t = 1; \)
- for each \( t \in [j, j + 1] \cap D_o, \) put \( Z^j_t = 0; \)
- complete the definition of \( Z^j_t \) by making it constant by parts and right-continuous.
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It is then clear that

\[ Z_t^j \leq \xi_t^j(o) \forall j, t. \]  

(3.2)

Consider the events, for \( j \geq 0 \):

\[
A_{1,j} = \{ |\Gamma_j| > \text{deg}(o)/2e \}; \\
A_{2,j} = \{ |\Psi_j| > \lambda \text{deg}(o)/32e^2 \}; \\
A_{3,j} = \left\{ \int_j^{j+1} I_{\{Z_t^j = 1\}} \ dt > 1/2 \right\}; \\
A_{4,j} = \left\{ \left\{ y \in \Gamma_j : \text{for some } t \in [j, j + 1], \ Z_t^j = 1 \text{ and } t \in D_{o, y} \right\} \right\} \frac{\lambda \text{deg}(o)}{16e} .
\]

(3.3)

Notice that, by (3.2) and the definition of \( A_{3,j} \),

\[
\left\{ \frac{1}{N} \int_0^N I_{\{\xi_t^j(o)=1\}} \ dt > \frac{1}{2} \right\} \supseteq \bigcup_{j=0}^{N-1} \ A_{3,j} \quad \forall N \in \mathbb{N}.
\]

We have

\[ P_S^\lambda((A_1)^c) \leq P \left( \text{Bin}(\text{deg}(o)/2e, 1/e) \leq \text{deg}(o)/2e \right) \leq e^{-\theta \text{deg}(o)/e} . \]

(3.4)

We now want to bound \( P_S^\lambda((A_4)^c \mid A_{1,j} \cap A_{3,j}) \), for \( j \geq 0 \). By the definition of \( (Z_t^j) \), the event \( A_{1,j} \cap A_{3,j} \) depends only on \( \xi_t^j, (D_y \cap [j, j + 1])_{y \in S} \), and \( (D_{o, y} \cap [j, j + 1])_{y \in S \setminus \{o\}} \).

Therefore, conditioning on \( A_{1,j} \cap A_{3,j} \) does not affect the law of \( (D_{o, y} \cap [j, j + 1])_{y \in S \setminus \{o\}} \), the set of arrows from the hub to the leaves at times in \( [j, j + 1] \). We thus have

\[
P_S^\lambda((A_4)^c \mid A_{1,j} \cap A_{3,j}) \leq P \left( \text{Bin}(\text{deg}(o)/2e, 1 - e^{-\lambda'/2}) \leq \lambda \text{deg}(o)/16e \right) \leq P \left( \text{Bin}(\text{deg}(o)/2e, \lambda/4) \leq \lambda \text{deg}(o)/16e \right) \leq e^{-\theta \lambda \text{deg}(o)/8e} \quad \forall j \geq 0.
\]

(3.5)

Let us now bound \( P_S^\lambda((A_3)^c \mid A_{2,j}) \). Define the continuous-time Markov chains \( (Y_t)_{t \geq 0}, (Y'_t)_{t \geq 0} \) with state space \{0, 1\} and infinitesimal parameters

\[
q_{01} = \frac{\lambda^2 \text{deg}(o)}{32e^2}, \quad q_{10} = 1; \\
q'_{01} = 1, \quad q'_{10} = \frac{32e^2}{\lambda^2 \text{deg}(o)}.
\]

Now, if \( 32e^2 / (\lambda^2 \text{deg}(o)) < 1/2 \) we have

\[
P_S^\lambda((A_3)^c \mid A_{2,j}) \leq P \left( \int_0^1 I_{\{Y_t=0\}} \ dt \geq \frac{1}{2} \right) = P \left( \int_0^1 I_{\{Y'_t=0\}} \ dt \geq \frac{1}{2} \right).
\]

Denoting by \( \pi \) the invariant measure for \( Y' \), we have \( \pi_0 = \frac{\frac{32e^2}{\lambda^2 \text{deg}(o)}}{1 + \frac{32e^2}{\lambda^2 \text{deg}(o)}} < \frac{1}{2} \). Then, by the large deviations principle for Markov chains (see for example [3]), we get

\[ P_S^\lambda((A_3)^c \mid A_{2,j}) \leq e^{-c \lambda^2 \text{deg}(o)} \]

(3.6)

for some \( c > 0 \).

Finally, for any \( j \geq 1 \) we have

\[
P_S^\lambda((A_2)^c \mid A_{4,j-1}) \leq P \left( \text{Bin}(\lambda \text{deg}(o)/16e, 1/e) \leq \lambda \text{deg}(o)/32e^2 \right) \leq e^{-\theta \lambda^2 \text{deg}(o)/16\lambda^2} .
\]

(3.7)
and similarly, $P^λ_G ((A_{2,0})^c) \leq e^{-\theta \lambda^2 \text{deg}(0)/16\lambda e^2}$. Putting together (3.3), (3.4), (3.5), (3.6) and (3.7), we get the desired result.

Statement (iii.) can be proved by similar (and simpler) arguments than (ii.), so for brevity we omit a full proof.

As an application of the previous result, for two vertices $x$ and $y$ of a connected graph, we give a condition on $\text{deg}(x)$ and $d(x, y)$ that guarantees that, with high probability, the infection is maintained long enough around $x$ to produce a path that reaches $y$.

**Lemma 3.2.** There exists $\lambda_0 > 0$ such that, if $0 < \lambda < \lambda_0$, the following holds. If $G$ is a connected graph and $x, y$ are distinct vertices of $G$ with

\[
\text{deg}(x) > \frac{7}{c_1} \frac{1}{\lambda^2} \log \left( \frac{1}{\lambda} \right) \cdot d(x, y) \quad \text{and} \quad \frac{|\xi_0 \cap B(x, 1)|}{\lambda \cdot |B(x, 1)|} > \frac{1}{16e},
\]

then

\[
P^λ_G \left( \exists t : \frac{|\xi_t \cap B(y, 1)|}{\lambda \cdot |B(y, 1)|} > \frac{1}{16e} \right) > 1 - 2e^{-c_1\lambda^2 \text{deg}(x)}.
\]

**Proof.** Let $r = d(x, y) + 1$ and $L = \left\lceil \frac{\exp(c_1 \lambda^2 \text{deg}(x))}{r} \right\rceil$. Define the event

\[
A^2_i = \{ \exists s \leq Lr, \exists z \in B(x, 1) : \xi^e_s(z) = 1 \}.
\]

By Lemma 3.1 we have $P^λ_G (A^2_1) \geq 1 - e^{-c_1\lambda^2 \text{deg}(x)}$.

Further define the events

\[
A^2_{2,i} = \{ \exists z \in B(x, 1) : \xi^e_{r,s}(z) = 1 \}, \quad i = 0, \ldots, L - 1
\]

so that $A^2_i \subset \cap_{i=0}^{L-1} A^2_{2,i}$. On $A^2_{2,i}$, we can choose $Z_i \in B(x, 1)$ such that $\xi^e_{r,s}(Z_i) = 1$ and a sequence $\gamma_{i,0} = Z_i$, $\gamma_{i,1}, \ldots, \gamma_{i,k_i} = y$ such that $d(\gamma_{i,j}, \gamma_{i,j+1}) = 1 \forall j$ and $k_i \leq d(x, y) + 1 = r$. Define

\[
A^2_{3,i} = A^2_{2,i} \cap \left\{ \exists s \in [i, r] \cup (i + 1)r - 1 : (Z_i, ir) \Leftrightarrow (y, s) \text{ and } \frac{|\xi_{s+1} \cap B(y, 1)|}{\lambda \cdot |B(y, 1)|} > \frac{1}{16e} \right\}.
\]

We claim that

\[
P^λ_G \left( (\cap_{i=0}^{L-1} A^2_{2,i}) \cap (\cup_{i=0}^{L-1} A^2_{3,i})^c \right) \leq e^{-c_1\lambda^2 \text{deg}(x)} \quad (3.8)
\]

From this we can complete the proof as follows:

\[
P^λ_G \left( \exists t : \frac{|\xi_t \cap B(y, 1)|}{\lambda \cdot |B(y, 1)|} > \frac{1}{16e} \right) \geq P^λ_G \left( (\cap_{i=0}^{L-1} A^2_{2,i}) \cap (\cup_{i=0}^{L-1} A^2_{3,i}) \right)
\]

\[
= P^λ_G (A^2_{2,i} - A^2_{2,i}) - P^λ_G \left( (\cap_{i=0}^{L-1} A^2_{2,i}) \cap (\cup_{i=0}^{L-1} A^2_{3,i})^c \right)
\]

\[
\geq P^λ_G (A^2_{2,i} - e^{-c_1\lambda^2 \text{deg}(x)}) \geq 1 - 2e^{-c_1\lambda^2 \text{deg}(x)}.
\]

Let us prove (3.8). For each $i$ we have

\[
P^λ_G (A^2_{3,i} \mid A^2_{2,i}, \ (\xi_t)_{0 \leq t \leq i r}) \geq (e^{-1}(1 - e^{-\lambda})^r \cdot e^{-1}(1 - e^{-c_1\lambda \text{deg}(y)})^r).
\]

To see this, note that an infection path from $(Z_i, ir)$ to $(y, (i + 1)r - 1)$ can be obtained by imposing that, for $0 \leq j < k_i$, there is no recovery in $(\gamma_{i,j}) \times [ir + j, \ ir + j + 1)$ and at least one transmission from $\gamma_{i,j}$ to $\gamma_{i,j+1}$ at some time in $[ir + j, \ ir + j + 1)$. This
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explains the term \((e^{-\lambda} - e^{-\lambda^2})^r\) in the right-hand side of (3.9). The other term comes from Lemma 3.1(ii).

The right-hand side of (3.9) is larger than \(\left(\frac{\lambda}{2}\right)^r \cdot \frac{c_1\lambda}{3}\) when \(\lambda\) is small. We then have

\[
P^L_G((\cup_{i=0}^{L-1} A_{2i}^2) \cap (\cup_{i=0}^{L-1} A_{3i}^2))^r) \leq P^L_G((\cup_{i=0}^{L-1} A_{2i}^2) \cap (\cup_{i=0}^{L-2} A_{3i}^2))^r) \cdot (1 - (c_1\lambda/3)/(\lambda/3)^r)
\]

and iterating, this is less than

\[
\left(1 - \frac{c_1\lambda}{3} \left(\frac{\lambda}{3}\right)^r \right)^L \leq \exp \left\{ - \frac{c_1\lambda}{3} \left(\frac{\lambda}{3}\right)^d(x,y)^{+1} \cdot \frac{1}{2d(x,y)} \cdot \exp \{ c_1\lambda^2 \deg(x) \} \right\}, \tag{3.10}
\]

since \(L > \exp(c_1\lambda^2 \deg(x))/2d(x,y)\). We will now show that, if \(\lambda\) is small enough, then the right-hand side of (3.10) is smaller than \(e^{-c_1\lambda^2 \deg(x)}\); taking logs on both sides, this is the same as showing that

\[
e^{-c_1\lambda^2 \deg(x)} \geq \frac{6d(x,y)}{c_1\lambda} \left(\frac{3}{\lambda}\right)^{d(x,y)^{+1}} \cdot c_1\lambda^2 \deg(x).
\]

We thus need to show that there exists \(\lambda_0 > 0\) such that

\[
e^{-c_1\lambda^2 k} > \frac{6\ell}{c_1\lambda} \left(\frac{3}{\lambda}\right)^{\ell+1} \cdot c_1\lambda^2 k \quad \forall \lambda < \lambda_0, \ell \geq 1, k \geq \frac{7}{c_1} \frac{1}{\lambda^2} \log \left(\frac{1}{\lambda}\right) \ell. \tag{3.11}
\]

To this end we use the simple inequality

\[
e^s > Ms \quad \forall M \geq 1, s \geq 2\log M, \tag{3.12}
\]

which follows from the fact that the function \(s \mapsto e^s - Ms\) is positive at \(s = 2\log M\) and has positive derivative in \((2\log M, \infty)\). In order to use (3.12) in (3.11) (with \(s = c_1\lambda^2 k\) and \(M = \frac{\ell+1}{c_1\lambda} \left(\frac{1}{\lambda}\right)^{\ell+1}\)), we need to check that

\[
\text{if } \lambda \text{ is small, } \ell \geq 1, k \geq \frac{7}{c_1} \frac{1}{\lambda^2} \log \left(\frac{1}{\lambda}\right) \ell, \text{ then } c_1\lambda^2 k \geq 2\log \left(\frac{6\ell}{c_1\lambda} \left(\frac{3}{\lambda}\right)^{\ell+1}\right). \tag{3.13}
\]

Indeed, when \(\lambda\) is small,

\[
c_1\lambda^2 k \geq c_1\lambda^2 \cdot \frac{7}{c_1} \frac{1}{\lambda^2} \log \left(\frac{1}{\lambda}\right) \ell = 7\ell \log \left(\frac{1}{\lambda}\right) \\
\geq (2\ell + 4) \log \left(\frac{1}{\lambda}\right) + (\ell + 1)(2\log 3) + 2\log \left(\frac{6\ell}{c_1}\right) = 2\log \left(\frac{6\ell}{c_1\lambda} \left(\frac{3}{\lambda}\right)^{\ell+1}\right).
\]

This completes the proof of (3.11), and hence the proof of (3.8).

\[\]  

4 Proof of Proposition 1.4: lower bounds

Given a random graph \(G\) (which will be either a Galton-Watson tree or the random graph \(G_n\)), a vertex \(x\) of \(G\) and \(R, K > 0\), define the event

\[
\mathcal{M}(x, R, K) = \{\exists y : d(x, y) \leq R, \deg(y) > K\}. \tag{4.1}
\]

We will need the following simple result on Galton-Watson trees.
Lemma 4.1. If $2 < a \leq 3$, then $\liminf_{K \to \infty} Q_q(\mathcal{M}(a, 2, K \log K) \mid \deg(o) = K) > 0$.

Proof. Assume $\deg(o) = K$ and define
\[
A = \left\{ |\{ x : d(o, x) = 2\}| > \frac{c_0}{2} K \log K \right\}.
\]

Let $z_1, \ldots, z_K$ be the neighbours of the root and $Z_i = \deg(z_i) - 1$ for $1 \leq i \leq K$, so that \( \sum Z_i = |\{ x : d(o, x) = 2\}|. \) Note that the law of the $Z_i$ is given by $k \mapsto q(k+1)$, thus stochastically dominates the distribution
\[
k \mapsto \hat{q}(k) := \tilde{q}_K(k + 1), \quad (4.2)
\]
where $\tilde{q}_K$ is the truncation of $q$, as defined in (2.4). Let $Y_1, Y_2, \ldots$ be i.i.d. with distribution $\hat{q}(k)$. We then have, by (2.3),
\[
\mathbb{E}(Y_1) > c_0 \log(K), \quad \mathbb{V}(Y_1) \leq \sum_{k \leq K} k^2 q(k+1) \leq \tilde{C}_0 K
\]
where $\tilde{C}_0 > 0$ is a constant that depends only on $p$. Then,
\[
Q_q(A \mid \deg(o) = K) = Q_q\left( \sum_{k \leq K} Z_k > \frac{c_0}{2} K \log K \mid \deg(o) = K \right) \geq \mathbb{P}\left( \sum_{k \leq K} Y_k > \frac{c_0}{2} K \log K \right) > 1 - \mathbb{P}\left( \sum_{k \leq K} Y_k - K \cdot \mathbb{E}(Y_1) > \frac{c_0}{2} K \log K \right) > 1 - \frac{\tilde{C}_0 \cdot \mathbb{E}(Y_1) - c_0}{\mathbb{E}(Y_1)} = \frac{\tilde{C}_0}{\mathbb{E}(Y_1)} K \log K \rightarrow_{K \to \infty} 1.
\]

Now, if $A$ occurs, then there are at least $\frac{\tilde{C}_0}{2} K \log K$ vertices at distance 2 from $o$. Each of these vertices has degree larger than $K \log K$ with probability $q(K \log K, \infty) \geq c_0(K \log K)^{-a-2} \geq c_0(K \log K)^{-1}$, since $a \leq 3$. We thus get
\[
Q_q(\mathcal{M}(a, 2, K \log K) \mid \{ \deg(o) = K \} \cap A) \geq 1 - \left(1 - c_0(K \log K)^{-1}\right) \frac{\tilde{C}_0}{2} K \log K
\]
\[
> 1 - \exp\left\{ -c_0(K \log K)^{-1} \cdot \frac{c_0}{2} K \log K \right\} = 1 - \exp\left\{ -\left(\frac{c_0}{2}\right)^2 \right\}.
\]

This completes the proof.

Again assume that $G$ is a random graph; also assume we have a graphical construction for the contact process with parameter $\lambda$ on $G$. Let
\[
\chi_t = \{ y : (x, 0) \leftrightarrow (y, t) \text{ inside } B(x, R) \}.
\]

Then, define
\[
\mathcal{N}(x, R, K) = \left\{ \exists y, t : d(x, y) \leq R, \ \deg(y) > K, \ \frac{|\chi_t \cap B(y, 1)|}{|B(y, 1)|} > \frac{\min(\lambda, \lambda_0)}{16c} \right\}, \quad (4.3)
\]
where $\lambda_0$ is as in Lemma 3.2. In words, in the contact process started from $x$ infected, a proportion larger than $\frac{\min(\lambda, \lambda_0)}{16c}$ of the neighbours of $y$ become infected at some time $t$, and this occurs through infection paths contained in the ball $B(x, R)$.

In this subsection, we will assume that $\lambda < \lambda_0$, as in Lemma 3.2, and often will state conditions that require $\lambda$ to be sufficiently small.
4.1 Case $2 \frac{1}{2} < a \leq 3$

Define
\[ K_1 = \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \left( \frac{1}{\lambda} \right), \quad K_2 = \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log^2 \left( \frac{1}{\lambda} \right), \quad K_i = \frac{1}{\lambda^2} + i - 3, \quad i \geq 3; \]
\[ R_1 = 1, \quad R_2 = 3, \quad R_i = \left[ a \log_2 K_i \right], \quad i \geq 3, \]
where $c_1$ is as in Lemma 3.1. We will show that, for some $c > 0$ and $\lambda$ small enough,
\[ Q_{p,q} \left( \bigcap_{i=1}^{\infty} \mathcal{M}(o, R_i, K_i) \right) > c \left( \frac{\lambda^2}{\log \left( \frac{1}{\lambda} \right)} \right)^{a-2} \text{ and } (4.4) \]
\[ Q_{p,q}^\lambda \left( \bigcap_{i=1}^{\infty} \mathcal{N}(o, R_i, K_i) \right) > c\lambda. \quad (4.5) \]

Since \{\xi^o \neq \emptyset \forall t \supset \bigcap_{i=1}^{\infty} \mathcal{N}(o, R_i, K_i)\}, these inequalities will give us the desired result.

To prove (4.5) we assume $\bigcap_{i=1}^{\infty} \mathcal{M}(o, R_i, K_i)$ occurs and let $y_1, y_2, \ldots$ denote sites with $\deg(y_i) > K_i$ and $d(o, y_i) \leq R_i$ (so that $d(y_i, y_{i+1}) \leq 2R_{i+1}$). With probability $\frac{\lambda}{1 + \lambda}$, the root infects its neighbour $y_1$ before recovering (unless the root itself is equal to $y_1$, in which case this probability is 1). Then, by Lemma 3.1(i), with probability larger than $e^{-1}(1 - e^{-c_1 \lambda \deg(y_1)})$, we have $\frac{\left[ \xi^o \cap B(y_1, 1) \right]}{\lambda |B(y_1, 1)|} > \frac{1}{16\epsilon}$ for some $t > 0$, so that $\mathcal{N}(o, R_i, K_i)$ occurs. For each $i$ we have
\[ \deg(y_i) > K_i > 7 \cdot \frac{1}{c_1} \cdot \frac{1}{\lambda^2} \cdot \log \frac{1}{\lambda} \cdot 2R_{i+1} \geq 7 \cdot \frac{1}{c_1} \cdot \frac{1}{\lambda^2} \cdot \log \frac{1}{\lambda}, d(y_i, y_{i+1}). \quad (4.6) \]

Indeed,
\[ K_1 = \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} > 42 \cdot \frac{1}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} = \frac{7}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda}, 2R_2, \]
\[ K_2 = \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log^2 \frac{1}{\lambda} > 14 \cdot \frac{1}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot \left[ a \log_2 \frac{1}{\lambda^3} \right] = \frac{7}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot 2R_3, \]
\[ K_i = \frac{1}{\lambda^2} + i - 3 > 7 \cdot \frac{1}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot \left[ a \log_2 \left( 1 - \frac{1}{\lambda^3} + (i + 1) - 2 \right) \right], \quad i \geq 3, \]
the third line holding if $\lambda$ is small enough. With (4.6) at hand, we can repeatedly use Lemma 3.2 to guarantee that, with probability larger than $1 - 2 \sum_{i=1}^{\infty} e^{-c_1 \lambda^2 K_i}$, for each $i$ there exists $t > 0$ such that $\frac{\left[ \xi^o \cap B(y_i, 1) \right]}{\lambda |B(y_i, 1)|} > \frac{1}{16\epsilon}$. This shows that
\[ Q_{p,q}^\lambda \left( \bigcap_{i=1}^{\infty} \mathcal{N}(o, R_i, K_i) \right) \left| \bigcap_{i=1}^{\infty} \mathcal{M}(o, R_i, K_i) \right) > \frac{\lambda}{1 + \lambda} \left(e^{-1}(1 - e^{-c_1 \lambda^2 K_1}) \right) \left(1 - 2 \sum_{i=1}^{\infty} e^{-c_1 \lambda^2 K_i} \right) > \frac{\lambda}{3} \]
when $\lambda$ is small enough.

We now turn to (4.4). By (2.2) we have
\[ Q_{p,q}(\mathcal{M}(o, R_i, K_i)) \geq c_0 \left( \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \right)^{(a-2)}. \quad (4.7) \]

On the event $\mathcal{M}(o, R_i, K_i) = \mathcal{M}(o, 1, K_1)$, again let $y_1$ denote a vertex in $B(o, 1)$ with degree larger than $K_1$. By Lemma 4.1, we have
\[ Q_{p,q}(\mathcal{M}(y_1, 2, K_1 \log K_1)) \mid \mathcal{M}(o, 1, K_1) > \epsilon \quad (4.8) \]
for some $\epsilon > 0$ that does not depend on $\lambda$. Since
\[ K_1 \log K_1 = \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot \log \left( \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \right) > \frac{84a}{c_1 \log 2} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} = K_2, \]
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(4.8) gives

\[ Q_{p,q} (\mathcal{M}(o, 3, K_2) \mid \mathcal{M}(o, R_1, K_1)) > c. \]  

(4.9)

To give a lower bound for the probability of \( \mathcal{M}(o, R_i, K_i) \) when \( i \geq 3 \), we observe that there are at least \( 2^{R_i - 1} \) vertices at distance \( R_i - 1 \) from the root, by the fact that the degrees of all vertices are at least 3. Thus,

\[ Q_{p,q} (\mathcal{M}(o, R_i, K_i)) \geq 1 - (1 - c_0 K_i^{-(a-2)})^{2^{R_i - 1}} \]

\[ \geq 1 - \exp \left\{ - \frac{c_0}{2} \cdot K_i^{-(a-2)} \cdot K_i^a \right\} = 1 - \exp \left\{ - \frac{c_0}{2} \left( \frac{1}{\lambda^2 + i - 3} \right)^2 \right\}. \]

We then get

\[ Q_{p,q} \left( \left( \bigcap_{i=3}^{\infty} \mathcal{M}(o, R_i, K_i) \right)^c \right) \leq \sum_{i=3}^{\infty} e^{-\frac{c_0}{2} \left( \frac{1}{\lambda^2 + i - 1} \right)^2} \]

and, as \( \lambda \to 0 \), the right-hand side converges to 0 faster than any power of \( \lambda \). Inequality (4.4) now follows from (4.7), (4.9) and (4.10).

4.2 Case \( a > 3 \)

This case is very similar to the previous one, only simpler. The proof can be repeated with the constants given by

\[ K_1 = \frac{8 a^2}{c_1 \log^2 \left( \frac{1}{\lambda} \right)}, \quad K_i = \frac{1}{\lambda^2} + i - 2, \quad i \geq 2; \]

\[ R_1 = 1, \quad R_i = \lfloor a \log_2 K_i \rfloor, \quad i \geq 2. \]

Note that here we do not need different constants for \( i = 2 \) as in the previous case. It is thus shown that

\[ Q_{p,q} \left( \bigcap_{i=1}^{\infty} \mathcal{M}(o, R_i, K_i) \right) > c \left( \frac{\lambda^2}{\log^2 \left( \frac{1}{\lambda} \right)} \right)^{a-2} \]

and \( Q_{p,q}^\lambda \left( \bigcap_{i=1}^{\infty} \mathcal{N}(o, R_i, K_i) \right) > c \lambda. \)

It is instructive to mention that, had we not updated the values of the \( K_i \) and \( R_i \) from those given in the previous subsection, we would have obtained a much smaller value for \( Q_{p,q} \left( \bigcap_{i=1}^{\infty} \mathcal{M}(o, R_i, K - i) \right) \). The reason for this was outlined in the last paragraphs of the Introduction: whereas when \( a \leq 3 \) vertices of high degree are likely to have near descendants of even higher degree, this is not true when \( a > 3 \). In other words, Lemma 4.1 no longer holds. Consequently, when \( a > 3 \), the event that the root has a neighbour of degree of order \( \frac{1}{\lambda^2} \log^2 \frac{1}{\lambda} \) is more likely than the event that the root has a neighbour of degree of order \( \frac{1}{\lambda^2} \log^2 \frac{1}{\lambda} \) with a further close descendant of degree of order \( \frac{1}{\lambda^2} \log^2 \frac{1}{\lambda} \).

4.3 Case \( 2 < a \leq 2\frac{1}{2} \)

The lower bound for the case \( 2\frac{1}{2} < a \leq 3 \) also holds for this case, but is not sharp now. Recall the definition of \( \tilde{q} \) in (4.2). We will show that

\[ Q_{\tilde{q}}^\lambda (\xi_t^o \neq \emptyset \ \forall t) > c(\lambda^{\frac{1}{1+a}})^{-1}. \]  

(4.11)

This will give the desired result since

\[ Q_{p,q}^\lambda (\xi_t^o \neq \emptyset \ \forall t) \geq \frac{\lambda}{1+\lambda} \cdot Q_{\tilde{q}}^\lambda (\xi_t^o \neq \emptyset \ \forall t). \]

In order to study the contact process \( (\xi_t^o)_{t \geq 0} \) on \( T \) (a tree sampled from \( Q_{\tilde{q}} \)) and started from only the root infected, we introduce a comparison process \( (\eta_t)_{t \geq 0} \), started
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from the same initial condition. \((\eta_t)\) will be a modification of the contact process: sites will become permanently set to value 0 the first time (if ever) that they return to value 0 after having taken value 1. Consequently, sites cannot infect sites closer to the root than themselves.

More precisely, \((\eta_t)_{t \geq 0}\) is defined as follows. Suppose we are given a tree \(T\) and a graphical construction \((\{D_x\}_{x \in T}, (D_x,y)_{x,y \in T, x \sim y})\) with parameter \(\lambda > 0\). Let \(\sigma_o = \inf D_o\) be the first recovery time at the root and set \(\eta_t(o) = I_{[0,\sigma_o)}(t)\) for all \(t \geq 0\). Now assume \((\eta_t(x))_{t \geq 0}\) has been defined for all \(x\) at distance \(m\) or less from the root, and fix \(y\) with \(d(o,y) = m + 1\). Let \(z\) be the parent of \(y\), that is, \(d(o,z) = m\) and \(d(z,y) = 1\). Let \(\tau_y = \inf \{t : \eta_t(z) = 1\} \cap D_{z,y}\) and, if \(\tau_y < \infty\), let \(\sigma_y = \inf (\{\tau_y, \infty\} \cap D_y)\). Now, if \(\tau_y < \infty\), set \(\eta_t(y) = I_{[\tau_y,\sigma_y]}(t)\) for all \(t\) and otherwise set \(\eta_t(y) = 0\) for all \(t\).

Define

\[
X_m := |\{z : d(o,z) = m, \exists t < \infty \text{ with } \eta_t(z) = 1\}|
\]

for \(m = 0, 1, 2, \ldots\) Then \((X_m)_{m \geq 0}\) is a branching process and is in principle easy to analyze. We have \(\{X_m \neq 0 \forall m\} \subset \{\xi^o \neq \emptyset \forall t\}\), so a lower bound for the probability of the first event will also be a lower bound for the probability of the second. Our first step in giving a lower bound for \(Q_{\bar{q}}(X_m \neq 0 \forall m)\) is Lemma 4.2 below, which is an estimate for the tail of the law of \(X_1\). Since we are assuming that \(2 < a \leq 2\frac{1}{2}\), it implies that the expectation of \(X_1\) is infinite.

It should be noted that the definition of the branching process \((X_m)\) does not depend on the assumption \(2 < a \leq 2\frac{1}{2}\); for any \(a > 2\), \((X_m)\) can be defined and the tail estimate in Lemma 4.2 holds. However, it should be observed that:

- if \(a > 3\), the expectation of \(X_1\) is not only finite, but tends to 0 as \(\lambda \to 0\). Hence, \(\{X_m \neq 0 \forall m\}\) has zero probability in this case. This shows that, in the regime \(a > 3\), the “reinfections” that are suppressed when we pass from \((\xi^o)\) to \((\eta_t)\) are indispensable for the spread of the infection.
- in the intermediate regime \(2\frac{1}{2} < a \leq 3\), like in the lower regime \(2 < a \leq 2\frac{1}{2}\), the expectation of \(X_1\) is infinite, so for any \(\lambda > 0\) the probability of \(\{X_m \neq 0 \forall m\}\) is positive. In fact, if we set aside the case \(a = 3\), the proof in this subsection and inequality (4.11) hold true for the intermediate regime. However, (4.11) does not give an optimal bound, as can be seen by comparing \(\lambda^\frac{m}{m-1}\) with \(\lambda^{\frac{a}{a-1}}\) for \(2\frac{1}{2} < a < 3\). We can thus infer that, in the intermediate regime, although the infection can spread without “reinfections”, this is not the most likely way it will spread.

**Lemma 4.2.** There exists \(c_{2.1}\) such that, for \(\lambda \in (0, 1)\) and all \(k \geq 1\),

\[
Q_{\bar{q}}^\lambda(X_1 \geq k) \geq c_{2.1} \left(\frac{\lambda}{k}\right)^{a-2}.
\]

**Proof.** For \(k \geq 1\), we have

\[
Q_{\bar{q}}^\lambda(X_1 \geq k) \geq Q_{\bar{q}}^\lambda \left(X_1 \geq k, \sigma_o \geq 1, \deg(o) \geq \frac{2k}{1 - e^{-\lambda}}\right) \cdot \mathbb{P} \left(\text{Bin} \left[\frac{2k}{1 - e^{-\lambda}}, 1 - e^{-\lambda}\right] \geq k\right) \\
= e^{-1} \cdot \bar{q} \left[\frac{2k}{1 - e^{-\lambda}}, \infty\right) \cdot \mathbb{P} \left(\text{Bin} \left[\frac{2k}{1 - e^{-\lambda}}, 1 - e^{-\lambda}\right] \geq k\right) \\
\geq C \cdot \bar{q} \left[\frac{2k}{1 - e^{-\lambda}}, \infty\right) \geq c_{2.1} \left(\frac{\lambda}{k}\right)^{a-2}.
\]

\(\square\)
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As a consequence of the above result, $X_1$ has infinite expectation, so, with positive probability, $X_n \to \infty$ as $n \to \infty$. We define the generating function for the law of $X_1$:

$$\Psi_\lambda(s) = \sum_{n=0}^{\infty} Q^d_\lambda(X_1 = n) \cdot s^n \quad (s \in (0, 1]).$$

We can use Lemma 4.2 to get the following estimate for $\Psi_\lambda(s)$, where the infection parameter $\lambda > 0$ is fixed.

**Lemma 4.3.** There exists $c_{2,2} > 0$ such that, for $\lambda \in (0, 1)$ and $s \in [1/2, 1)$,

$$\Psi_\lambda(s) \leq 1 - c_{2,2}(\lambda(1 - s))^{a-2}.$$

**Proof.** By monotonicity of $s^m$ in $m$, we have for any positive integer $k$

$$\Psi_\lambda(s) \leq \sum_{i=0}^{k} Q^d_\lambda(X_1 = i) + s^k \sum_{i=k+1}^{\infty} Q^d_\lambda(X_1 = i) = 1 - Q^d_\lambda(X_1 \geq k) \cdot (1 - s^k).$$

We choose $k$ equal to $\left\lceil \frac{1}{1-s} \right\rceil$ which gives the desired inequality, since $s \mapsto 1 - s^{\frac{1}{\lfloor 1-s \rfloor}}$ is bounded away from zero for $s \in [1/2, 1)$.

From Lemma 4.3 we can easily get the following

**Corollary 4.4.** There exists $c_{2,3} > 0$ such that, for $\lambda > 0$ small enough,

$$Q^d_\lambda(X_n \neq 0 \ \forall n) \geq c_{2,3} \lambda^{\frac{a-2}{a}}.$$

**Proof.** We know that $X_1$ has infinite expectation and so from the standard theory of branching processes (see e.g. [5]), we have that the survival probability $\beta$ satisfies

$$\beta = 1 - \Psi_\lambda(1 - \beta).$$

By Lemma 4.3, the right-hand side is larger than $c_{2,2}(\lambda\beta)^{a-2}$, so $\beta > c_{2,2}(\lambda\beta)^{a-2}$, so $\beta > (c_{2,2})^{\frac{a}{a-2}} \cdot \lambda^{\frac{a-2}{a}}$.

Since $\frac{a-2}{a} = \frac{1}{\beta_n} - 1$ and $\{\xi^d \neq \emptyset \ \forall t\} \supset \{X_n \neq 0 \ \forall n\}$, (4.11) is now proved.

## 5 Extinction estimates on star graphs and trees

Our main objective in this section is to establish estimates that allow us to say, under certain conditions, that the contact process does not spread too much and does not survive too long. In Lemma 5.1, we obtain upper bounds for the probability of existence of certain infection paths on finite trees of bounded degree. In Lemma 5.2, we obtain a result for star graphs that works in the reverse direction as that of Lemma 3.1: with high probability, the contact process on a star graph $S$ does not survive for longer than $\exp(CX^2[S])$, for some large $C > 0$.

**Lemma 5.1.** Let $\lambda < \frac{1}{2}$ and $T$ be a finite tree with maximum degree bounded by $\frac{1}{2\lambda K}$. Then, for any $x, y \in T$ and $0 < t < t'$,

(i.) $P^T_{\lambda}(x, 0) \leftrightarrow \{y\} \times \mathbb{R}_+$ \leq (2\lambda)^d(x,y);

(ii.) $P^T_{\lambda}(x, 0) \leftrightarrow \{y\} \times [t, \infty)$ \leq (2\lambda)^d(x,y) \cdot e^{-t/4};
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(iii.) \( P_T^\lambda(\xi^T \neq \emptyset) \leq |T|^{2} \cdot e^{-t/4}; \)

(iv.) \( P_T^\lambda(\{x\} \times [0,t] \leftrightarrow \{y\} \times \mathbb{R}_+ ) \leq (t + 1) \cdot (2\lambda)^{d(x,y)}; \)

If \( x \neq y, \)

(v.) \( P_T^\lambda( \exists \ell < \ell' : (x,0) \leftrightarrow (y, \ell) \leftrightarrow (x, \ell') ) \leq (2\lambda)^{2d(x,y)}; \)

(vi.) \( P_T^\lambda( \exists \ell : \{x\} \times [0,t] \leftrightarrow (y, \ell) \text{ and } (y, \ell) \leftrightarrow \{x\} \times [\ell, \infty) ) \leq (t + 1) \cdot (2\lambda)^{2d(x,y)}. \)

**Proof.** (i.) For \( u > 0, \) let \( M_u = \sum_{z \in T} \xi_u^T(z) \cdot (2\lambda)^{d(z,y)}. \) We claim that \( (M_u)_{u \geq 0} \) is a supermartingale. To check this, notice that, for fixed \( u \geq 0 \) and \( \xi \in \{0,1\}^T, \)

\[
\frac{d}{dr} E_T^\lambda(M_{u+r} \mid \xi_u = \xi) \bigg|_{r=0^+} = \sum_{z \in T: \xi(z)=1} \left( \lambda \sum_{w:w\sim z, \xi(w)=0} (2\lambda)^{d(w,y)} - (2\lambda)^{d(z,y)} \right)
\leq \sum_{z \in T: \xi(z)=1} \left( 2^{d(z,y)} - 2^{d(y,z)} \right) + \frac{1}{8\lambda^2} \cdot 2^{d(z,y)+1} \cdot 2^{d(y,z)+2} - (2\lambda)^{d(z,y)}
= \sum_{z \in T: \xi(z)=1} \lambda^{d(z,y)} \left( 2^{d(z,y)-1} + 2^{d(y,z)-2} - 2^{d(z,y)} \right)
= -\frac{1}{4} \sum_{z \in T} \xi(z) \cdot (2\lambda)^{d(x,y)}. \tag{5.1}
\]

Then, if \( 0 \leq s < u, \)

\[
\frac{d}{dr} E_T^\lambda(M_{u+r} \mid \xi^u : 0 \leq s' \leq s) \bigg|_{r=0^+} = \sum_{\xi} \frac{d}{dr} E_T^\lambda(M_{u+r} \mid \xi_u = \xi) \bigg|_{r=0^+} \cdot P_T^\lambda(\xi_u = \xi \mid \xi^u : 0 \leq s' \leq s) < 0.
\]

In addition, the function \( u \in [s, \infty) \mapsto E_T^\lambda(M_u \mid \xi^u : 0 \leq s' \leq s) \) is continuous. Consequently, it is decreasing, so \( E_T^\lambda(M_u \mid \xi^u : 0 \leq s' \leq s) \leq M_s. \)

Now, let \( \tau = \inf\{u > 0 : \xi_u^T(y) = 1\}. \) By the optional sampling theorem (which may be applied since \( M \) is a càdlàg supermartingale), we get

\[
P_T^\lambda((x,0) \leftrightarrow \{y\} \times \mathbb{R}_+) = E_T^\lambda(\tau < \infty)
\leq E_T^\lambda(M_\tau: \tau < \infty) \leq E_T^\lambda(M_0) = (2\lambda)^{d(x,y)}. \tag{5.2}
\]

(ii.) Since by (5.1) for any \( u \) we have

\[
\frac{d}{dr} E_T^\lambda(M_{u+r} \mid \xi_u) \bigg|_{r=0^+} \leq -\frac{1}{4} M_u,
\]

the process \( \bar{M}_u = e^{u/4} \cdot M_u \) is a supermartingale. Now define \( \sigma_t = \inf\{u \geq t : \xi_u^T(y) = 1\}. \)

The optimal sampling theorem gives

\[
P_T^\lambda((x,0) \leftrightarrow \{y\} \times [t, \infty)) \leq e^{-t/4} \cdot E_T^\lambda(\bar{M}_{\sigma_t} \cdot 1_{[\sigma_t, \infty)}) \leq e^{-t/4} \cdot E_T^\lambda(\bar{M}_0) = e^{-t/4} \cdot (2\lambda)^{d(x,y)},
\]

completing the proof.

(iii.) Again applying the optimal sampling theorem to the supermartingale \( (\bar{M}_u) \) defined above, we get

\[
P_T^\lambda(\xi_u^x(y) = 1) \leq e^{-u/4} \cdot (2\lambda)^{d(x,y)} \quad \forall u.
\]
Applying (5.2) and the fact that $\lambda < 1/2$,
\[ P^\lambda_T (\xi^T \neq \emptyset) \leq \sum_{x, y \in T} P^\lambda_T (\xi^T (y) = 1) \leq |T|^2 \cdot e^{-t/4}. \]

(iiv.) For $u > 0$ and $z \in T$, define $\zeta_u (z) = I\{ \{ z \} \times [0, t] \not\rightarrow (z, u) \}$. $(\xi_u)_{u \geq 0}$ is thus a process that evolves as $(\xi_u)_{u \geq 0}$, with the difference that site $x$ is “artificially” kept at state 1 until time $t$. Next, define for $u > 0$
\[ N_u = \max (t + 1 - u, 1) \cdot \zeta_u (x) \cdot (2\lambda)^d(x, y) + \sum_{z \neq x} \zeta_u (z) \cdot (2\lambda)^d(z, y). \]

We claim that $(N_u)_{u \geq 0}$ is a supermartingale. As in the previous parts, this is proved from
\[ \frac{d}{dr} E^\lambda_T (N_{u+r} \mid \zeta_u) \bigg|_{r=0+} = - \frac{1}{4} N_u < 0. \] (5.3)

In case $u \geq t$, (5.3) is proved exactly as in the first computation in the proof of part (i). In case $u < t$, we note that
\[ \frac{d}{dr} E^\lambda_T \left( (t + 1 - u - r) \cdot \zeta_{u+r} (x) \cdot (2\lambda)^d(x, y) \mid \zeta_u \right) \bigg|_{r=0+} = -(2\lambda)^d(x, y), \]
so the same computation can again be employed and (5.3) follows. The result is now obtained from the optional sampling theorem and the fact that $N_0 \equiv (t + 1) \cdot (2\lambda)^d(x, y)$.

(v.) The proofs of (v.) and (vi.) are similar but (v.) is easier, so we only present (vi.).

(vi.) For $u \geq 0$ and $z \in T$, define
\[
\eta_u (z) = I\{ \{ z \} \times [0, t] \not\rightarrow (z, u) \} \text{ by a path that does not pass by } y; \\
\eta'_u (z) = I\{ \{ z \} \times [0, t] \not\rightarrow (z, u) \} \text{ by a path that passes by } y. 
\]

Notice that, in particular, $\eta_u (x) = 1 \ \forall u \leq t$, $\eta_u(y) = 0 \ \forall u$ and
\[ \left\{ \begin{array}{l} \exists t' : \{ x \} \times [0, t] \not\rightarrow (y, t') \\
\text{and} \ (y, t') \not\rightarrow \{ x \} \times [t', \infty) \end{array} \right\} = \left\{ \exists s : \eta'_u (x) = 1 \right\}. \]

Also define, for $u \geq 0$,
\[ L_u = \max \left( (t + 1 - u, 1) \cdot \eta_u (x) \cdot (2\lambda)^{2d(x, y)} + \sum_{z \in T : z \neq x} \eta_u (z) \cdot (2\lambda)^{d(z, y)+d(y, x)} + \sum_{z \in T} \eta'_u (z) \cdot (2\lambda)^{d(z, x)} \right). \]

Proceeding as in the previous parts (and again treating separately the cases $u < t$ and $u \geq t$), we can show that $(L_u)_{u \geq 0}$ is a supermartingale. The result then follows from the optional sampling theorem (consider the stopping time $\inf \{ s : \eta'_u (x) = 1 \}$) and the fact that $L_0 = (t + 1)(2\lambda)^{2d(x, y)}$.

Lemma 5.2. If $\lambda < 1/4$ and $S$ is a star,
\[ P^\lambda_S \left( \xi^S_{\lambda \log (\frac{1}{\lambda})} = \emptyset \right) \geq \frac{1}{4} e^{-16\lambda |S|}. \]
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Proof. Let \( (\zeta_t^S)_{t \geq 0} \) be the process with state space \( \{0, 1\}^S \), starting from full occupancy, and with the same dynamics as that of contact process, with the only difference that recovery marks at the hub 0 have no effect, so that 0 is permanently in state 1. \( (\xi_t^S) \) and \( (\zeta_t^S) \) can obviously be jointly constructed with a single graphical construction, with the property that \( \xi_t^S \preceq \zeta_t^S \) for all \( t \). Also note that the processes \( \{\zeta_t^S : x \in S\} \) are independent and, if \( x \neq o \), the function \( t \mapsto P^S_\lambda(\zeta_t^S(x) = 1) \) is a solution of \( f(t) = \lambda(1 - f(t)) - f(t) \), so

\[
P^S_\lambda(\zeta_t^S(x) = 1) = \frac{1}{1 + \lambda} \left( \lambda + e^{-(1 + \lambda) t} \right).
\]

Let \( \sigma = \inf D_o \cap [\log \frac{1}{\lambda}, \infty) \) be the first recovery time at the hub after time \( \log \frac{1}{\lambda} \). Also define the events

\[
B^1_1 = \left\{ \sigma < 2 \log \frac{1}{\lambda} \right\};
\]

\[
B^2_1 = \left\{ |\zeta^S_0| \leq 4\lambda |S| \right\};
\]

\[
B^3_1 = \left\{ \text{for all } x \in \zeta^S_0, D_x \cap [\sigma, \sigma + \log \frac{1}{\lambda}] \neq \emptyset \text{ and } \inf (D_x \cap [\sigma, \infty)) < \inf (D_{x.o} \cap [\sigma, \infty]) \right\}.
\]

We then have \( \{\zeta^S_{3 \log \frac{1}{\lambda}} = \emptyset\} \supset B^1_1 \cap B^2_1 \cap B^3_1 \). To see this, assume that the three events occur. By the definition of \( \sigma \), we have \( \zeta^S_0(o) = 0 \) and \( |\zeta^S_0| \leq 4\lambda |S| \) and every vertex that is infected at this time recovers without reinfecting the root by time \( \sigma + \log(1/\lambda) < 3 \log(1/\lambda) \).

We have

\[
P^S_\lambda(B^1_1) = P^S_\lambda(D_o \cap [\log \frac{1}{\lambda}, 2 \log \frac{1}{\lambda}] \neq \emptyset) = 1 - e^{-\log \frac{1}{\lambda}} = 1 - \lambda.
\]

For \( x \neq o \), \( P^S_\lambda(\zeta^S_0(x) = 1) \leq \frac{1}{1 + \lambda} \left( \lambda + e^{-(1 + \lambda) \log \frac{1}{\lambda}} \right) \leq 2\lambda \), so

\[
P^S_\lambda(B^1_2) \geq P(\text{Bin}|S|, 2\lambda) \leq 4\lambda |S| \geq 1/2.
\]

Also, for \( x \neq o \),

\[
P^S_\lambda \left( D_x \cap [\sigma, \sigma + \log \frac{1}{\lambda}] \neq \emptyset \text{ and } \inf (D_x \cap [\sigma, \infty)) < \inf (D_{x.o} \cap [\sigma, \infty]) \right) \geq 1 - e^{-\log \frac{1}{\lambda}} - \frac{\lambda}{1 + \lambda} > 1 - 2\lambda,
\]

so

\[
P^S_\lambda(B^1_3 \mid B^1_1 \cap B^2_1) \geq (1 - 2\lambda)^{4\lambda |S|} \geq e^{-2\lambda^2 4\lambda |S|} = e^{-16\lambda^2 |S|}
\]

since \( 1 - \alpha \geq e^{-2\alpha} \) for \( \alpha < 1/2 \).

In conclusion,

\[
P^S_\lambda(\zeta^S_{3 \log \frac{1}{\lambda}} = \emptyset) \geq P^S_\lambda(B^1_3 \mid B^1_1 \cap B^2_1) \cdot P^S_\lambda(B^1_1 \cap B^2_1) \geq e^{-16\lambda^2 |S|}, \left( 1 - \frac{1}{2} \right) \geq \frac{1}{4} e^{-16\lambda^2 |S|}.
\]

Applying the above result and Lemma 5.1, we get a bound on the probability of extinction of the contact process on trees where, one vertex apart, degrees are bounded by \( \frac{1}{\Delta x^2} \).
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**Lemma 5.3.** For $\lambda > 0$ small enough, the following holds. If $T$ is a tree with root $o$, $|T| < \frac{1}{2\lambda}$ and $\deg(x) \leq \frac{1}{\lambda^2}$ for all $x \neq o$, then

$$P^o_T\left(\xi^{T}_{100\log t} = \emptyset\right) \geq \frac{1}{8} e^{-16\lambda^2 \deg(o)}.$$

**Proof.** Let $S$ be the star graph containing $o$ and its neighbours, $T' = T \setminus \{o\}$ be the disconnected graph obtained by removing $o$ and all edges incident to it from $T$ and $L = \frac{100}{\lambda} \log t$. We introduce three basic comparison processes, all generated with the same graphical construction on $T$ that is used to define $(\xi^T_t)_{t \geq 0}$.

- $(\xi^{T,1}_t)_{t \geq 0}$ is the contact process on $T'$ started from full occupancy, that is,

  $$\xi_t^{T,1} = \{x : T' \times \{0\} \leftrightarrow (x, t) \text{ inside } T'\};$$

- $(\eta^S_t)_{t \geq L}$ is the contact process on $S$, beginning from full occupancy at time $L$, that is,

  $$\eta^S_t = \{x : S \times L \leftrightarrow (x, t) \text{ inside } S\};$$

- $(\xi^{T,2}_t)_{t \geq 2L}$ is the contact process on $T'$ started from full occupancy at time $2L$, that is,

  $$\xi_t^{T,2} = \{x : T' \times 2L \leftrightarrow (x, t) \text{ inside } T'\}.$$

The event $\{\xi^T_{4L} = \emptyset\}$ contains the intersection of the following events:

$$B^1_t = \{\xi^{T,1}_L = \emptyset\}; \quad B^2_t = \{\eta^S_{2L} = \emptyset\}; \quad B^3_t = \{\xi^{T,2}_{3L} = \emptyset\}; \quad B^4_t = \{\exists (x, s) : d(o, x) \geq 2, o \times [0, 3L] \leftrightarrow (x, s) \leftrightarrow \{s\} \times [s, \infty)\}.$$

Let us prove this. If $B^1_t$ occurs, then for any $s \geq L$ and $x \in T$, $\xi^T_t(x) = 1$ implies that $\{0\} \times [0, s] \leftrightarrow (x, s)$. Thus, if $B^1_t \cap B^2_t$ occurs, then for any $s \geq L$, $\eta^S_t(o) = 0$ implies $\xi^T_t(o) = 0$ so that, if $B^1_t \cap B^2_t \cap B^3_t$ occurs, we have $\xi^T_t(o) = 0$ for $s \geq 2L$. It then follows that $\xi^T_t = \emptyset$ if all four events occur.

We now note that the four events are decreasing with respect to the partial order on graphical constructions defined by setting, for graphical constructions $H$ and $H'$, $H \prec H'$ if $H'$ contains more transmissions and less recoveries than $H$. Thus, by the FKG inequality, $P^h_T(\bigcap_{t=1}^4 B^4_t) \geq \prod_{t=1}^4 P^h_T(B^4_t)$.

By Lemma 5.1(iii), we have $P^h_T(B^4_t) \geq 1 - (3L + 1) \cdot (2\lambda)^4 \cdot \frac{1}{\lambda^2}$. Also applying Lemma 5.1(iii) and Lemma 5.2, it is then easy to verify that, for $\lambda$ small, $P^h_T(B^4_t) \cdot P^h_T(B^3_t) \cdot P^h_T(B^2_t) > \frac{1}{4}.$

**6 Proof of Proposition 1.4: upper bounds**

We now want to apply the estimates of the previous section in proving the upper bound of Proposition 1.4. Since Lemma 5.1 must be applied to finite trees, our first step is defining truncations of infinite trees: given the distance threshold $r$ and the size threshold $m$, vertices of degree larger than $m$ and vertices at distance $r$ from the root will be turned into leaves.

Let $r, m \in \mathbb{N}$ and $T$ be a tree with root $o$. Define the $r, m$-truncated tree

$$T_{r, m} = \{o\} \cup \{x \in T : d(o, x) \leq r, \deg(y) \leq m \forall y \text{ in the geodesic from } o \text{ to } x, y \notin \{o, x\}\}.$$
Also define, for $1 \leq i < r$,
\[
S^i_{r,m}(T) = \left\{ x \in T : d(o,x) = i, \deg(x) > m, \deg(y) \leq m \text{ for all } y \text{ on a shortest path from } o \text{ to } x \right\}
\]
and, finally,
\[
S^r_{r,m}(T) = \{ x \in T_r : d(o,x) = r \}.
\]
We want to think of $T_r$ as the result of inspecting $T$ upwards from the root until generation $r$, and that whenever a vertex $x$ of degree larger than $m$ is found, the whole subtree that descends from it is deleted, so that $x$ becomes a leaf.

Note that, if $T$ is a tree sampled from the probability $Q_{p,q}$, then $T_{r,m}$ is a Galton-Watson tree of $r$ generations in which the degree distribution of the root is $p$ and that of other vertices is $\eta_m(k)$, as in $(2.4)$. In particular, using $(2.2)$ and $(2.3)$, for $1 \leq i < r$ we have the upper bound
\[
E_{Q_{p,q}}(|S^i_{r,m}|) \leq \mu \left( \sum_{k=1}^{m} kq(k) \right)^{i-1} \cdot q(m,\infty) \leq \begin{cases} C_0 \mu \cdot (C_0 m^{-a-3})^{i-1} \cdot m^{-(a-2)} & \text{if } 2 < a < 3; \\ C_0 \mu \cdot (C_0 \log m)^{i-1} \cdot m^{-1} & \text{if } a = 3; \\ C_0 \mu \cdot \nu^{i-1} \cdot m^{-(a-2)} & \text{if } a > 3. \end{cases}
\]
Similarly, for $1 \leq i < r$,
\[
E_{Q_{p,q}}(\{ x \in T_{r,m} : d(o,x) = i \}) \leq \mu \left( \sum_{k=1}^{m} kq(k) \right)^{i-1} \leq \begin{cases} C_0 \mu \cdot (C_0 m^{-a-3})^{i-1} & \text{if } 2 < a < 3; \\ C_0 \mu \cdot (C_0 \log m)^{i-1} & \text{if } a = 3; \\ C_0 \mu \cdot \nu^{i-1} & \text{if } a > 3. \end{cases}
\]
Throughout the following subsections, we will take degree and distance thresholds, $M$ and $R$, which will depend on $\lambda$ and $a$, as follows:
\[
M = \begin{cases} \left( \frac{1}{\log \lambda \log \frac{1}{\lambda}} \right)^{1/a} & \text{if } 2 < a \leq 2 \frac{1}{2}; \\ \frac{1}{\lambda^a} & \text{if } a > 2 \frac{1}{2}; \end{cases} \quad R = \begin{cases} \left\lfloor \frac{2}{\log \lambda} \log \left( \frac{1}{\lambda} \right) \right\rfloor + 1 & \text{if } 2 < a \leq 3; \\ 2a + 2 & \text{if } a > 3. \end{cases}
\]

### 6.1 Case $2 < a \leq 2 \frac{1}{2}$

The treatment of this regime is very simple. We start defining the event that the root has degree above $M$,
\[
B_1 = \{ \deg(o) > M \},
\]
and the event that the root has degree below $M$ and the infection reaches a leaf of the truncated tree,
\[
B_2 = \{ \deg(o) \leq M, (o,0) \leftrightarrow \bigcup_{i=1}^{R} S_{R,M}^i \times \mathbb{R}_+ \text{ inside } T_{R,M} \}.
\]
We observe that $\{ \xi_0 \neq o \ \forall t \} \subset B_1 \cup B_2$. We wish to show that both events have probability smaller than $C p_o(\lambda)$ for some universal constant $C$. For the first event, this is immediate:
\[
Q_{p,q}(B_1) \leq C_0 (8C_0 \lambda)^{\frac{a-3}{2}} < \lambda^{\frac{1}{a-3}}
\]
when $\lambda$ is small. For the second,\[
Q_{p,q}(B_2) \leq \sum_{i=1}^{R} \sum_{k=1}^{\infty} Q_{p,q}^{\lambda} \left( (o,0) \leftrightarrow S_{R,M}^i \times \mathbb{R}_+ \text{ inside } T_{R,M} \right. \left. \text{ if } \deg(o) \leq M, \text{ } \left| S_{R,M}^i \right| = k \right) \cdot Q_{p,q}(\left| S_{R,M}^i \right| = k).
\]
Since the degrees of vertices of $T_{R,M}$ are bounded by $\left(\frac{1}{8 \lambda^2} \right)^{\frac{1}{2}} < \frac{1}{8 \lambda^2}$, Lemma 5.1(ii) implies that the conditional probability inside the sum is less than $k(2\lambda)^i$. (6.3) is thus less than $\sum_{i=1}^{R} (2\lambda)^i E_{Q_{p,q}}( |S_{R,M}^i| )$. Using (6.1) and (6.2), we have

$$E_{Q_{p,q}}(|S_{R,M}^i|) \leq C_0 \mu \cdot (C_0 M^{3-a})^{i-1} \cdot M^{-(a-2)}$$

for $i < R$ and

$$E_{Q_{p,q}}(|S_{R,M}^i|) \leq C_0 \mu \cdot (C_0 M^{3-a})^{R-1}.$$  

Thus,

$$\sum_{i=1}^{R} (2\lambda)^i E_{Q_{p,q}}(|S_{R,M}^i|) \leq C_0 \mu \cdot 2\lambda \left( M^{-(a-2)} \sum_{i=1}^{R-1} (2\lambda \cdot C_0 M^{3-a})^{i-1} + (2\lambda \cdot C_0 M^{3-a})^{R-1} \right).$$

By the definition of $M$, $2\lambda \cdot C_0 M^{3-a} < \frac{1}{2}$. Using the definition of $R$, we also have

$$(2\lambda \cdot C_0 M^{3-a})^{R-1} < \left( \frac{1}{2} \right)^{R-1} < \left( \frac{1}{2} \right)^{\frac{1}{5 \log 2} \log \frac{1}{a}} = \lambda^{\frac{1}{5 \log 2} \log \frac{1}{a}} < \lambda^{\frac{a-2}{a}}.$$ 

In conclusion,

$$Q_{p,q}^\lambda (B_2^a) \leq 2C_0 \mu \cdot \lambda \left( (8C_0 \lambda)^{\frac{a-2}{a}} \sum_{i=1}^{R-1} \left( \frac{1}{2} \right)^{i-1} + \lambda^{\frac{a-2}{a}} \right) < C \lambda^{1 + \frac{a-2}{a}} = C \lambda^{\frac{a}{a-2}}.$$ 

**6.2 Case $a > 2\frac{1}{2}$**

In the proof of the previous subsection, we needed two facts about the truncation degree $M$:

(A) $M$ had to be smaller than $1/(8 \lambda^2)$, so that we could apply Lemma 5.1;

(B) $\lambda \cdot M^{3-a}$ had to be small, so that the terms in the estimate for $B_2^a$ were small.

Since we had $2 < a \leq 2\frac{1}{2}$, (B) was a stronger requirement than (A), which explains why we had to take $M$ of smaller order than $1/(8 \lambda^2)$. Fortunately, this already yielded an upper bound that matched our lower bound.

In case $a > 2\frac{1}{2}$, we can repeat the computation of the last subsection with the new value of the threshold, $M = 1/(8 \lambda^2)$ (note that requirement (B) would be weaker than (A) in case $2\frac{1}{2} < a \leq 3$, and would be absent in case $a > 3$). This would establish that

$$Q_{p,q}^\lambda (B_2^a) \uparrow \uparrow \forall t \leq C \lambda^{2a-3},$$

which does not match our lower bounds because of the logarithmic corrections. In order to obtain these corrections, we will need to consider more events, taking a closer look at the truncated tree and ways in which the infection can leave it.

Our first two events are similar to those of the previous subsection:

$$B_1^a = \{ \deg(o) > M \};$$

$$B_2^a = \{ \deg(o) \leq M, (o,0) \leftrightarrow \bigcup_{i=2}^{R} S_{R,M}^i \times R_+ \text{ inside } T_{R,M} \}.$$ 

The difference to the previous subsection is that $B_2^a$ only includes leaves at distance two or more from the root. We will have to treat separately the leaves neighbouring the root. We first consider the case in which there are at least two leaves neighbouring the root and at least one of them becomes infected:

$$B_3^a = \{ \deg(o) \leq M, |S_{R,M}^1| \geq 2, (o,0) \leftrightarrow S_{R,M}^1 \times R_+ \text{ inside } T_{R,M} \}. $$
Next, if $|S^i_{R,M}| = 1$, then let $o^*$ denote the unique element of $S^i_{R,M}$ ($o^*$ is thus a neighbour of the root). Also let $0 < t^* < t^{**}$ denote the two first times of transmissions from $o$ to $o^*$ (that is, the two first arrival times of the process $D_{o,o^*}$). Let

$$B_4^4 = \{ \deg(o) \leq M, |S^i_{R,M}| = 1, t^{**} < D_o \}.$$ 

In order to define our two last events, we distinguish two ways in which $o^*$ may receive the infection initially present from $o$. We say that $o^*$ becomes infected directly if $t^* < D_o$, that is, at least one transmission from $o$ to $o^*$ occurs before the first recovery time at $o$. We say that $o^*$ becomes infected indirectly if there are infection paths starting at $(o,0)$ and ending at $\{o^*\} \times [0, \infty)$, but all of them must visit at least one vertex different from $o$ and $o^*$. We then define

$$B_5^4 = \{ \deg(o) \leq M, |S^i_{R,M}| = 1, o^* \text{ becomes infected indirectly} \},$$
$$B_6^4 = \{ \deg(o) \leq M, |S^i_{R,M}| = 1, t^* < D_o, (o^*, t^*) \leftrightarrow T \times \{t\} \text{ for all } t \geq t^* \}.$$ 

Thus, in event $B_4^4$, the first transmission from $o$ to $o^*$ precedes the first recovery at $o$, and the infection generated from this transmission then survives for all times in the (non-truncated) tree $T$.

The reason we make the distinction between $o^*$ becoming infected directly or indirectly is subtle; let us explain it. In our treatment of $B_4^4$, we will re-root the tree at $o^*$ and study the distribution of this re-rooted tree, so that we can find estimates for the infection that is transmitted from $(o^*, t^*)$. This study will be possible because, when we are told that a direct transmission has occurred, we only obtain information concerning the recovery process $D_o$ and the transmission process $D_{o,o^*}$, so the distribution of the degrees of other vertices in the tree is unaffected. In contrast, if the transmission is indirect, we have information concerning the portion of the tree that descends from $o$ through vertices different from $o^*$, so the study of the re-rooted tree is compromised and we have to follow a different approach.

We now have $\{\xi^i_t \neq \emptyset \ \forall t\} \subseteq \bigcup_{i=1}^6 B_i^4$. We wish to show that $Q_{p,q}^\lambda(B_i^4) < C\rho_a(\lambda)$ for each $i$.

1) Event $B_1^4$. As in the previous section, we have

$$Q_{p,q}^\lambda(B_1^4) \leq C_0 M^{-(a-1)} \leq 2 C_0 \cdot (8\lambda)^{2(a-1)} < \rho_a(\lambda)$$

when $\lambda$ is small.

2) Event $B_2^4$. As in our treatment of $B_3^4$ in the previous section, we have

$$Q_{p,q}^\lambda(B_2^4) \leq \sum_{i=2}^R (2\lambda)^i \cdot E_{Q_{p,q}}( |S^i_{R,M}| ) = 2\lambda \sum_{i=2}^R (2\lambda)^i \cdot E_{Q_{p,q}}( |S^i_{R,M}| ). \quad (6.4)$$

Using (6.1), for $2 \leq i < R$, we have

$$(2\lambda)^i \cdot E_{Q_{p,q}}( |S^i_{R,M}| ) \leq \begin{cases} CM^{-(a-2)} \cdot (C'\lambda M^{3-a})^{i-1} & \text{if } 2 \frac{1}{2} < a < 3; \\ C\lambda^{2a-4} \cdot (C'\lambda^{2a-5})^{i-1} & \text{if } a = 3; \\ C\lambda^{2a-4} \cdot (C'\lambda \log M)^{i-1} & \text{if } a = 3; \\ C\lambda^{2a-4} \cdot \mu^{i-1} & \text{if } a > 3. \end{cases}$$
We then have

\[
\sum_{i=2}^{R-1} (2\lambda)^{i-1} \cdot \mathbb{E}_{q_{p,q}}(\, |S_{R,M}^i| \, ) \leq \begin{cases} 
C \lambda^{2a-4} \cdot \lambda^{2a-5} \cdot \sum_{i=2}^{\infty} (C' \lambda^{2a-5})^{i-2} & \text{if } 2^{1/2} < a < 3; \\
C \lambda^{2a-4} \cdot \lambda \log \frac{1}{\lambda} \cdot \sum_{i=2}^{\infty} (C' \lambda \log \frac{1}{\lambda})^{i-2} & \text{if } a = 3; \\
C \lambda^{2a-4} \cdot \lambda \cdot \sum_{i=2}^{\infty} (C' \lambda)^{i-2} & \text{if } a > 3,
\end{cases}
\]

for constants \( C, C' \) that do not depend on \( \lambda \). Then,

\[
\sum_{i=2}^{R-1} (2\lambda)^{i-1} \cdot \mathbb{E}_{q_{p,q}}(\, |S_{R,M}^i| \, ) \leq \lambda^{2a-4+\delta}
\]

(6.5)

when \( \lambda \) is small enough, for some \( \delta > 0 \) that depends on \( a \) but not on \( \lambda \).

For \( i = R \), using (6.2) we get

\[
(2\lambda)^{R-1} \cdot \mathbb{E}_{q_{p,q}}(\, |S_{R,M}^R| \, ) \leq \begin{cases} 
C (C' \lambda^{2a-5})^{R-1} & \text{if } 2^{1/2} < a < 3; \\
C (C' \lambda \log \frac{1}{\lambda})^{R-1} & \text{if } a = 3; \\
(C' \lambda)^{R-1} & \text{if } a > 3.
\end{cases}
\]

By the choice of \( R \) in each case, when \( \lambda \) is small we get

\[
(2\lambda)^{R-1} \cdot \mathbb{E}_{q_{p,q}}(\, |S_{R,M}^R| \, ) \leq \lambda^{2a}.
\]

(6.6)

Using (6.5) and (6.6) in (6.4), we conclude that, if \( \lambda \) is small,

\[
Q_{p,q}^\lambda(B_2^1) \leq C \lambda^{2a-3+\delta} < \rho_a(\lambda).
\]

Again we emphasize that for both (6.5) and (6.6) we use the fact that \( 2a - 5 > 0 \), that is, that \( a > 2^{1/2} \).

3) Event \( B_3^1 \). We bound

\[
Q_{p,q}^\lambda(B_3^1) \leq \sum_{k=3}^{\infty} p(k) \cdot 2\lambda \cdot \mathbb{E}_{q_{p,q}}(\, |S_{R,M}^1| \cdot I_{\{|S_{R,M}^1|\geq 2\}} \, | \deg(o) = k \, )
\]

(6.7)

Under \( Q_{p,q}(\, | \deg(o) = k \, ) \), \( |S_{R,M}^1| \) is Bin\( (k, q(M, \infty)) \). If \( X \sim \text{Bin}(n, p) \), then

\[
\mathbb{E}(X \cdot I_{\{X \geq 2\}}) = np - np(1-p)^{n-1} = np(1 - (1-p)^{n-1}) < (np)^2,
\]

(6.8)

since, by Bernoulli’s Inequality, \( (1-p)^{n-1} > 1 - (n-1)p > 1 - np \). Using the bound (6.8) for \( k \leq M \) and the bound \( \mathbb{E}(X \cdot I_{\{X \geq 2\}}) < np \) for \( k > M \), (6.7) is less than

\[
2\lambda \left( \sum_{k=3}^{M} p(k) \cdot k^2 \cdot q(M, \infty)^2 + \sum_{k=M+1}^{\infty} p(k) \cdot k \cdot q(M, \infty) \right)
\]

\[
\leq C \lambda \left( M^{-2(a-2)} \cdot \sum_{k=3}^{M} p(k) \cdot k^2 + M^{-a-2} \cdot \sum_{k=M+1}^{\infty} p(k) \cdot k \right)
\]

\[
\leq C \lambda \left( M^{-2(a-2)} \cdot M^{3-a} + M^{-a-2} \cdot M^{-a-2} \right)
\]

\[
\leq C \lambda \left( M^{-3a+7} + M^{-2a+4} \right) \leq C \lambda \left( \lambda^{6a-14} + \lambda^{4a-8} \right) < \rho_a(\lambda)
\]

when \( \lambda \) is small, since \( 6a - 13, 4a - 7 > 2a - 3 \) when \( a > 2^{1/2} \).
Remark. The distribution in (6.9) is equal to

\[ Q_{p,q}^4(B_4^1) = Q_{p,q}(\deg(o) \leq M, |S^1_{R,M}| = 1) \cdot \int_0^\infty P\left(\text{Poi}(\lambda t) \geq 2\right) \cdot e^{-t} \, dt \]

\[ \leq Q_{p,q}( |S^1_{R,M}| > 0 ) \cdot \int_0^\infty P\left(\text{Poi}(\lambda t) \geq 2\right) \cdot e^{-t} \, dt. \]

The first probability on the right-hand side is less than \( \sum_{k=3}^\infty p(k) \cdot k \cdot q(M, \infty) \leq C\lambda^{2(\alpha-2)}. \)

To bound the second probability, we use the simple bound \( P(\text{Poi}(\kappa) \geq 2) \leq \kappa^2, \) which holds for all \( \kappa > 0. \) The above is thus less than

\[ C\lambda^{2(\alpha-2)} \cdot \int_0^\infty (\lambda t)^2 e^{-t} \, dt \leq C\lambda^{2(\alpha-2)+2} < \rho_o(\lambda). \]

In order to bound the probabilities of \( B_3^5 \) and \( B_4^5, \) we will need the following result, whose proof is omitted.

Lemma 6.1. The degrees of the vertices of \( T \) under \( Q_{p,q}(\cdot \mid \deg(o) \leq M, |S^1_{R,M}| = 1) \)
are distributed as follows:
(i) First, \( \deg(o) \) is chosen with distribution

\[ k \in [0, M] \mapsto \frac{p(k)}{p[0,M]} \cdot Q_{p,q}(|S^1_{R,M}| = 1 \mid \deg(o) = k) \]

\[ \sum_{w=1}^M \frac{p(w)}{p[0,M]} \cdot Q_{p,q}(|S^1_{R,M}| = 1 \mid \deg(o) = w). \tag{6.9} \]

(ii) Given the choice of \( \deg(o), \) the degrees of \( o^* \) and the remaining neighbours of \( o \) are chosen independently: \( \deg(o^*) \) with law

\[ k \in (M, \infty) \mapsto (q(M, \infty))^{-1} q(k) \tag{6.10} \]

and the remaining degrees with law

\[ k \in [0, M] \mapsto (q[0,M])^{-1} q(k). \tag{6.11} \]

(iii) All other vertices in the tree have degrees chosen independently with distribution \( q. \)

Remark. The distribution in (6.9) is equal to

\[ k \mapsto \frac{p(k) \cdot k \cdot q(M, \infty) \cdot (q[0,M])^{k-1}}{\sum_{w=1}^M p(w) \cdot w \cdot q(M, \infty) \cdot (q[0,M])^{w-1}} \]

\[ = \left( \sum_{w=1}^M p(w) \cdot w \cdot (q[0,M])^{w-1} \right)^{-1} \cdot p(k) \cdot k \cdot (q[0,M])^{k-1} ; \]

hence, it is stochastically dominated by \( q. \) Obviously, the distribution in (6.11) is also dominated by \( q. \)

5) Event \( B_5^1. \)

\[ Q_{p,q}^1(B_5^1) \leq Q_{p,q}( |S^1_{R,M}| > 0 ) \cdot Q_{p,q}^1 \left( \exists y \in T_{R,M} : 0 < s < t : (o,0) \leftrightarrow (y,s) \leftrightarrow (o,t) \text{ inside } T_{R,M} \mid \deg(o) \leq M, |S^1_{R,M}| = 1 \right). \]

As already observed, the first probability on the right-hand side is less than \( C\lambda^{2(\alpha-2)}. \)

By Lemma 5.1(iii), the second probability is less than

\[ \sum_{i=1}^R \lambda^{2i} \cdot E_{Q_{p,q}} \left( |\{x \in T_{R,M} : d(o,x) = i\}| \mid \deg(o) \leq M, |S^1_{R,M}| = 1 \right) \tag{6.12} \]
By Lemma 6.1 and the remark that follows it, this conditional expectation is bounded by

\[
E_{Q_\lambda} \left( \left\{ x \in T_{R,M} : d(o,x) = i \right\} \right) \leq \begin{cases} \left(C_0 M^3 - a\right)^i & \text{if } 2^{1/2} < a < 3; \\
\left(C_0 \log M\right)^i & \text{if } a = 3; \\
\nu^i & \text{if } a > 3.
\end{cases}
\]

It is then easy to check that the sum in (6.12) is less than \( \lambda^{1+\delta} \) for some \( \delta > 0 \). In conclusion, \( Q_{p,q}^\lambda(B_0^4) \leq \lambda^{2(a-2)+1+\delta} < \rho_a(\lambda) \) when \( \lambda \) is small.

6) Event \( B_0^4 \). This is the bound that requires most effort. We start with

\[
Q_{p,q}^\lambda(B_0^4) \leq C\lambda^{2(a-2)} \cdot \frac{\lambda}{1 + \lambda} \cdot Q_{p,q}^\lambda \left( (o^*, t^*) \leftrightarrow T \times [t, \infty) \forall t > t^* \mid \deg(o) \leq M, |S_{R,M}^1| = 1, t^* < \inf D_o \right)
\]

\[
= C\lambda^{2(a-2)} \cdot \frac{\lambda}{1 + \lambda} \cdot Q_{p,q}^\lambda \left( (o^*, 0) \leftrightarrow T \times [t, \infty) \forall t > 0 \mid \deg(o) \leq M, |S_{R,M}^1| = 1 \right).
\]

(6.13)

In order to deal with the conditioning in (6.13), we need the following, which is a consequence of Lemma 6.1 and the remark that follows it.

**Lemma 6.2.** Let \( \hat{T} \) be the random rooted tree obtained by

- sampling \( T \) under law \( Q_{p,q}(\cdot \mid \deg(o) \leq M, |S_{R,M}^1| = 1) \);
- repositioning the root at \( o^* \), the unique vertex in \( S_{R,M}^1 \).

Then, \( \hat{T} \) is stochastically dominated by the distribution \( Q_q(\cdot \mid \deg(o) > M) \).

As a consequence of Lemma 6.2 and attractiveness of the contact process, we get

\[
Q_{p,q}^\lambda \left( (o^*, 0) \leftrightarrow T \times \{t\} \forall t > 0 \mid \deg(o) \leq M, |S_{R,M}^1| = 1 \right) \leq Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) > M \right).
\]

Using this in (6.13), we get

\[
Q_{p,q}^\lambda(B_0^4) \leq C\lambda^{1+2(a-2)} \cdot Q_{q}^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) > M \right). \tag{6.14}
\]

In treating the last term of (6.14), we will obtain the logarithmic term in the definition of \( \rho_a(\lambda) \). This is encompassed in the following proposition.

**Proposition 6.3.** There exists \( C > 0 \) such that

\[
Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) > M \right) \leq \begin{cases} C \log^{-(a-2)} \left( \frac{1}{\lambda} \right) & \text{if } 2^{1/2} < a < 3; \\
C \log^{-2(a-2)} \left( \frac{1}{\lambda} \right) & \text{if } a > 3.
\end{cases}
\]

(6.15)

Define

\[
M' = \begin{cases} \left\lfloor \epsilon_1 \frac{1}{\lambda} \log \left( \frac{1}{\lambda} \right) \right\rfloor & \text{if } 2^{1/2} < a < 3; \\
\left\lfloor \epsilon_2 \frac{1}{\lambda} \log^2 \left( \frac{1}{\lambda} \right) \right\rfloor & \text{if } a > 3,
\end{cases}
\]

where \( \epsilon_1, \epsilon_2 \) are constants to be chosen later, depending on \( a \) but not on \( \lambda \). Our approach to prove Proposition 6.3 starts with the following:

\[
Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) > M \right) = \sum_{m=M}^{\infty} Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) = m \right) \cdot Q_q \left( \deg(o) = m \mid \deg(o) > M \right)
\]

\[
\leq Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) = M' \right) + Q_q \left( \deg(o) > M' \mid \deg(o) > M \right)
\]

\[
\leq Q_q^\lambda \left( \xi_t^o \neq \emptyset \forall t \mid \deg(o) = M' \right) + \frac{q[M', \infty]}{q[M, \infty]}. \]
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Now, by (2.2), the term \( \frac{q(M',\infty)}{q(M,\infty)} \) is bounded from above by the expression in the right-hand side of (6.15), for some \( C > 0 \). Proposition 6.3 will thus follow from

**Lemma 6.4.** If \( a > 2 \frac{1}{2} \), then there exists \( \delta > 0 \) such that

\[
Q^\lambda_c (\xi_i^0 \neq \varnothing \forall t \mid \deg(o) = M') < \lambda^\delta.
\]

In the next two subsections, we prove Lemma 6.4 separately for the cases \( 2 \frac{1}{2} < a \leq 3 \) and \( a > 3 \).

### 6.3 Completion of proof for \( 2 \frac{1}{2} < a \leq 3 \)

In this subsection and the next, we will consider the probability measure \( Q^\lambda_c (\cdot \mid \deg(o) = M') \), so \( \mathbb{T} \) will be a tree with root degree equal to \( M' \). Here we will give the proof in detail for the case \( 2 \frac{1}{2} < a < 3 \); the case \( a = 3 \) is treated similarly and we will omit it for brevity.

Let \( \epsilon'_1 = \frac{2a-5}{2} \) and \( \epsilon_1 = \frac{\epsilon'_1}{\varepsilon_2} \); this is the constant that appears in the definition of \( M' \). Also let \( L_1 = \lambda^{-\epsilon'_1/2} \) and fix an integer \( R' \) large enough that \( (2a-5)(R'-1) - 1 > 2a - 5 \). We will be particularly interested in the contact process on \( B_T(o, R') \) in the time interval \( [0, L_1] \).

We will need the quantities

\[
\phi(\mathbb{T}) = \sum_{i=1}^{R'} (2\lambda)^i \cdot |S^i_{R',M}(\mathbb{T})|;
\]

\[
\psi(\mathbb{T}) = \sum_{i=2}^{R'} (2\lambda)^{2i} \cdot |\{x \in \mathbb{T}_{R',M} : d(x,o) = i\}|.
\]

We define two environment events, which are simply

\[
B^1 = \left\{ \phi(\mathbb{T}) > \lambda^\frac{a}{2} \right\}; \quad B^2 = \left\{ \psi(\mathbb{T}) > \lambda^\frac{a}{2} \right\},
\]

and then define three events involving the contact process:

\[
B^3 = (B^5 \cup B^2)^c \cap \left\{ \{o\} \times [0, L_1] \leftrightarrow \left( \bigcup_{i=4}^{R'} S^i_{R',M} \right) \times \mathbb{R}_+ \right\};
\]

\[
B^4 = (B^5 \cup B^2)^c \cap \left\{ \exists z \in \mathbb{T}_{R',M}, s > 0 : \{o\} \times [0, L_1] \leftrightarrow (z,s) \leftrightarrow \{o\} \times [s, \infty) \ \text{inside} \ \mathbb{T}_{R',M} \right\};
\]

\[
B^5 = \left\{ B(o,1) \times \{0\} \leftrightarrow B(0,1) \times \{L_1\} \ \text{inside} \ B(o,1) \right\}.
\]

We claim that \( \{\xi_i^0 \neq \varnothing \ \forall t\} \subset \bigcup_{i=1}^{5} B^i \). To show this, it suffices to show that, if an infection path \( t \mapsto \gamma(t) \in \mathbb{T} \) with \( \gamma(0) = o \) ever reaches any point of \( \bigcup_{i=4}^{R'} S^i_{R',M} \), then one of the events must occur. Let \( t^* = \inf\{t : \gamma(t) \in \bigcup_{i=4}^{R'} S^i_{R',M} \} \) and \( t^{**} = \sup\{t \leq t^* : \gamma(t) = o \} \). If \( t^{**} \leq L_1 \), then \( B^3 \) occurs. If \( t^{**} > L_1 \) and \( \gamma(t) \in B(o,1) \) for all \( t \in [0, t^{**}) \), then \( B^5 \) occurs. Otherwise, \( B^2 \) occurs.

We now want to show that the probability of each of the five events is less than \( \lambda^\delta \) when \( \lambda \) is small, for some \( \delta > 0 \).

**1) Event** \( B^5 \). Bounding as in (6.1), we have

\[
E_{Q^\lambda_c} \left( \phi(\mathbb{T}) \mid \deg(o) = M' \right) \leq \sum_{i=1}^{R'-1} (2\lambda)^i \cdot M' \cdot (C_0 M^{3-a})^{i-1} \cdot C_0 M^{-(a-2)} + (2\lambda)^{R'} \cdot M' \cdot (C_0 M^{3-a})^{R'-1} \leq (6.16)
\]
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The first term in (6.16) is less than
\[ 2\lambda \cdot \epsilon_1 \frac{1}{\lambda^2} \log \left( \frac{1}{\lambda} \right) \cdot C_0 (8\lambda^2)^a \cdot \sum_{i=1}^{R^* - 1} \left( C_0 \left( \frac{1}{8\lambda^2} \right)^{3-a} \cdot 2\lambda \right)^{i-1} \leq C\lambda^{2a-5} \cdot \log \left( \frac{1}{\lambda} \right). \]

The second term in (6.16) is less than
\[ 2\lambda \cdot \epsilon_1 \frac{1}{\lambda^2} \log \left( \frac{1}{\lambda} \right) \cdot \left( C_0 \left( \frac{1}{8\lambda^2} \right)^{3-a} \cdot 2\lambda \right)^{R^*-1} = 2\epsilon_1 \frac{1}{\lambda} \log \left( \frac{1}{\lambda} \right) \cdot \left( C_0 \cdot \frac{1}{8\lambda^2} \cdot \lambda^{2a-5} \right)^{R^*-1} \]
and this is also less than \( C\lambda^{2a-5} \log(1/\lambda) \) by the choice of \( R^* \). This shows that
\[ E_{Q_\lambda}(\phi(T) \mid \deg(o) = M') \leq C\lambda^{2a-5} \cdot \log(1/\lambda) \]

Thus, by the Markov inequality,
\[ Q_\lambda(B_1^5 \mid \deg(o) = M') \leq \frac{C\lambda^{2a-5} \log(1/\lambda)}{\lambda^{(2a-5)/2}} < \lambda^{(2a-5)/4}. \]

2) Event \( B_3^2 \). Bounding as in (6.2),
\[ E_{Q_\lambda}(\psi(T) \mid \deg(o) = M') \leq M' \cdot \sum_{i=2}^{R^*} (2\lambda)^{2i} \cdot (C_0 M^{3-a})^{i-1} \leq \epsilon_1 \frac{1}{\lambda^2} \log \left( \frac{1}{\lambda} \right) \cdot \lambda^3 \cdot \sum_{i=2}^{R^*} (2\lambda)^{2i-3} \cdot \left( C_0 \left( \frac{1}{8\lambda^2} \right)^{3-a} \right)^{i-1} < C\lambda \log \left( \frac{1}{\lambda} \right), \]
since the exponent of \( \lambda \) inside the sum, \( 2i - 3 - 2(3-a)(i-1) = (2a - 4)i + 3 - 2a \), is positive when \( i \geq 2 \). The desired bound now follows from the Markov inequality as above.

3) Event \( B_3^5 \). For \( x \in T \), \( x \neq o \), let \( s(x) \) denote the neighbour of \( o \) in the geodesic from \( o \) to \( x \), and let \( T(x) \) be the subtree of \( T \) with vertex set
\[ \{ o \} \cup \{ y \in T : \text{the geodesic from } o \text{ to } y \text{ contains } s(x) \} \]
and edge set \( \{ \{ z, w \} : z \sim w \text{ in } T, \ z, w \in T(x) \} \).

For \( B_3^5 \) to occur, there must exist \( x \in \bigcup_{i=1}^{R_{i-1}} S^i_{R_{i-1},M} \) so that \( \{ o \} \times [0, L_1] \leftrightarrow \{ x \} \times \mathbb{R}_+ \) inside \( T(x) \cap T_{R_{i-1},M} \). For a fixed \( x \), the probability of such a path is less than \( (L_1 + 1) \cdot (2\lambda)^d(o,x) \) by Lemma 5.1(iv.), since \( T(x) \cap T_{R_{i-1},M} \) is a tree in which all degrees are bounded by \( M \). Summing over all \( x \), this yields
\[ P_\lambda^5 \left( \{ o \} \times [0, L_1] \leftrightarrow \bigcup_{i=1}^{R_{i-1}} S^i_{R_{i-1},M} \times \mathbb{R}_+ \right) \leq (L_1 + 1) \cdot \phi(T). \]

If \( B_3^5 \) does not occur, then the right-hand side is less than \( (L_1 + 1) \cdot \lambda^{\epsilon'_i (i/2 + 1)} \cdot \lambda^{\epsilon'_i} \)
Thus,
\[ Q_\lambda^5(B_3^5 \mid (B_3^5)') < \lambda^{\epsilon'_i (i/2 + 1)} + \lambda^{\epsilon'_i}. \]
4) Event $B_4^5$. This is treated similarly to the previous event; here we use Lemma 5.1(ii) to conclude that
\[Q_{\lambda}^3(B_4^5 \mid (B_2^5)^c) < (L_1 + 1) \cdot \chi^i = \lambda^{3/2} + \lambda^{c_2}.
\]

5) Event $B_5^5$. For $i \leq 0$, let
\[E_i = \{B(o, 1) \times \{i \cdot 3 \log(1/\lambda)\} \iff B(o, 1) \times \{(i + 1) \cdot 3 \log(1/\lambda)\} \}.
\]
These events are independent and, by Lemma 5.2,
\[Q_{\lambda}^3(E_i \mid \deg(o) = M') \geq (1/4) e^{-16z^2 M'} = (1/4) \lambda^{16c_2} = (1/4) \lambda^{c_2/4}.
\] (6.17)

If $B(o, 1) \times \{0\} \iff B(0, 1) \times \{L_1\}$, then $E_i$ cannot occur for
\[0 \leq i \leq \lfloor L_1/(3 \log(1/\lambda)) \rfloor = \lfloor \lambda^{-c_2/2}/(3 \log(1/\lambda)) \rfloor.
\] (6.18)
Comparing (6.17) and (6.18), it is easy to see that $Q_{\lambda}^3(B_5^5)$ is smaller than any power of $\lambda$ as $\lambda \to 0$.

6.4 Completion of proof for $a > 3$

Fix $c_2 > 0$ with $c_2 < \min\{(4 \log \nu)^{-1}, a - 3\}$ and set $\epsilon_2 = \frac{c_2}{16}$; this is the constant that appears in the definition of $M'$. Also define $R' = \lceil c_2 \log \frac{1}{\nu} \rceil$ and $L_2 = \lambda^{-17c_2 \log \frac{1}{\nu}}$. We will be particularly interested in the contact process on $B_T(a, R')$ in the time interval $[0, L_2]$.

This time, our environment events correspond to violations of the properties required for Lemma 5.3 to be applied:

- $B_0^5 = \{\|B(o, R')\| > \lambda^{-3}\}$;
- $B_2^5 = \{\exists x \in T \setminus \{o\} : d(o, x) \leq R', \deg(x) > M\}$.

The first event involving the contact process is the existence of an infection path starting on $\{o\} \times [0, L_2]$ and reaching vertices at distance more than $R'$ from the root,

- $B_3^5 = (B_0^5 \cup B_2^5)^c \cap \{\{o\} \times [0, L_2] \iff B(o, R')^c \times \mathbb{R}_+\}$.

The second event is the infection surviving up to time $L_2$ without leaving the ball $B(o, R')$,

- $B_4^5 = (B_0^5 \cup B_2^5)^c \cap \{B(o, R') \times \{0\} \iff B(o, R') \times \{L_2\} \text{ inside } B(o, R')\}$.

Again we have $\{\xi_t^o \neq \emptyset \forall t\} \subset \bigcup_{i=1}^4 B_0^5$. We proceed to show that each of these event has probability smaller than $\lambda^\delta$, for some $\delta > 0$.

1) Event $B_0^5$. Using Markov’s inequality,
\[Q_{\lambda}(B_0^5 \mid \deg(o) = M') \leq \lambda^3 \cdot E_{Q_4}(\|B(o, R')\| \mid \deg(o) = M') \leq \lambda^3 \cdot R' \cdot E_{Q_4}(\|x \in T : d(o, x) = R'\| \mid \deg(o) = M') \leq \lambda^3 \cdot R' \cdot M' \cdot e^{-R'} \leq \lambda^3 \cdot 2c_2 \log \frac{1}{\lambda} \cdot \frac{1}{\lambda^2} \log^2 \left(\frac{1}{\lambda}\right) \cdot \nu^{-\frac{1}{16}} \log \frac{1}{\nu} < \lambda^{1/2}
\]
when $\lambda$ is small.
2) **Event** $B_2^0$.

\[
Q_\nu(B_2^0 \mid \deg(o) = M') \leq \sum_{i=1}^{R'} \epsilon_2 \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot \nu^{i-1} \cdot q(M, \infty) \\
\leq \lambda^{2(a-2)-2} \cdot \log \frac{1}{\lambda} \cdot \nu^{R'+1} < \lambda^{2a-6-2\epsilon'};
\]

by the choice of $\epsilon'$, $2a - 6 - 2\epsilon' > 0$, so we are done.

3) **Event** $B_3^0$. Assume $(B_1^0 \cup B_2^0)^c$ occurs, so that $T$ is such that $|B_T(o, R')| \leq \lambda^{-3}$ and, with the exception of the root $o$, the degrees of all vertices in $B_T(o, R')$ are less than $M$. Recall from the previous subsection (in the treatment of the event $B^0_3$) the definition of $T(x)$ for a vertex $x \neq o$. Note that presently, for any $x \in B_T(o, R')$, $T(x)$ is a tree in which all degrees are bounded by $M$.

If $\{o\} \times [0, L_2] \leftrightarrow B_T(o, R')^c \times \mathbb{R}_+$, then there must exist $x$ with $d(o, x) = R'$ so that $\{o\} \times [0, L_2] \leftrightarrow \{x\} \times \mathbb{R}_+$ inside $T(x)$. For a fixed $x$, the probability of this is bounded by $\lambda^{2(29 \log(1/\lambda))}$, by Lemma 5.1(iv), so

\[
P^\nu_T(\{o\} \times [0, L_2] \leftrightarrow B(o, R')^c \times \mathbb{R}_+) \leq \left|\{x : d(o, x) = R'\}\right| \cdot (L_2 + 1) \cdot (2\lambda)^R' \leq \lambda^{-3} \cdot (L_2 + 1) \cdot (2\lambda)^R',
\]

so that

\[
Q^\nu_\nu(B_3^0 \mid (B_1^0 \cup B_2^0)^c, \deg(o) = M') \leq \lambda^{-3} \cdot \left(\lambda^{-17\epsilon_2 \log \frac{1}{\lambda} + 1} \cdot (2\lambda)^{17 \log \frac{1}{\lambda}}\right).
\]

so, using the fact that $\epsilon_2 = \frac{\epsilon}{18}$, we are done.

4) **Event** $B_4^0$. Again assume that $(B_1^0 \cup B_2^0)^c$ occurs. For $i \geq 0$, let

\[
F_i = \{B(o, R') \times \{i \cdot 100 \log(1/\lambda)\} \leftrightarrow B(o, R') \times \{(i + 1) \cdot 100 \log(1/\lambda)\}\}.
\]

These events are independent and, by Lemma 5.3,

\[
P^\nu_T(F_i) \geq (1/8) e^{-16\lambda^2 M'} = (1/8) \lambda^{16\epsilon_2 \log(1/\lambda)}.
\]  

(6.19)

If $B(o, R') \times \{0\} \leftrightarrow B(o, R') \times \{L_2\}$, then $F_i$ cannot occur for

\[
0 \leq i \leq \lfloor L_2/(100 \log(1/\lambda))\rfloor = \lfloor \lambda^{-17\epsilon_2 \log(1/\lambda)}/(100 \log(1/\lambda))\rfloor.
\]  

(6.20)

Comparing (6.19) and (6.20), it is easy to see that $Q^\nu_\nu(B_4^0 \mid (B_1^0 \cup B_2^0)^c)$ is smaller than any power of $\lambda$ as $\lambda \to 0$.

7 **Appendix: Proof of Theorem 1.3**

Recall the definition of $M(x, R, K)$ and $N(x, R, K)$ in (4.1) and (4.3). We will also need

\[
\mathcal{L}(x, R) = \{(x, 0) \leftrightarrow B(x, R)^c \times \mathbb{R}_+\}.
\]

**Lemma 7.1.** For any $\epsilon > 0$ and $\lambda > 0$ there exists $K_0 > 0$ such that, for any $K > K_0$,

\[
Q^\nu_\nu \left( \bigcup_{i=K+1}^{\infty} N(o, a \log_2(i), i) \bigg| \deg(o) = K \right) > 1 - \epsilon.
\]  

(7.1)
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Clearly, it is enough to prove the above for $\lambda$ small enough. This is done using Lemma 3.1(iii.) and Lemma 3.2; since the proof is essentially a repetition of the ideas of Subsection 4.1, we omit it.

The point of the following lemma is approximating the event $\{\xi^o_t \neq \emptyset \ \forall t\}$ on the infinite tree $T$ by events involving the contact process on a finite ball around the root, $B(o, R)$.

**Lemma 7.2.** For any $\epsilon > 0$, $\lambda > 0$ and $R_0 > 0$, there exists $R > R_0$ such that
\[
Q^\lambda_{p,q}(\mathcal{L}(o, R)) - \epsilon < Q^\lambda_{p,q}(\xi^o_t \neq \emptyset \ \forall t) < Q^\lambda_{p,q}(\mathcal{N}(o, R, R^2)) + \epsilon.
\]

**Proof.** Fix $\epsilon$, $\lambda$ and $R_0$. The existence of $R$ such that the first inequality is satisfied is a direct consequence of $\{\xi^o_t \neq \emptyset \ \forall t\} = \cap_{i=1}^\infty \mathcal{L}(o, R)$.

Let us now deal with the second inequality. For the process $(\xi^o_t)_{t \geq 0}$, let $i_1$ be the first time the infection reaches a vertex at distance $i$ from the root, and $X_i$ the vertex that becomes infected at this time. Define $N_k = \inf\{i : \deg(X_i) > k\}$. Since
\[
\lim_{k \to \infty} Q^\lambda_{p,q}(N_k < \infty | \exists t : \xi^o_t = \emptyset) = 0 \text{ and } \lim_{r \to \infty} Q^\lambda_{p,q}(N_k < \infty, d(o, X_{N_k}) < r | \xi^o_t \neq \emptyset \ \forall t) = 1 \text{ for all } k,
\]
we can choose $r_0, k_0$ such that
\[
Q^\lambda_{p,q}(N_k < \infty, d(o, X_{N_{k_0}}) < r_0) > Q^\lambda_{p,q}(\xi^o_t \neq \emptyset \ \forall t) - \epsilon.
\]

Also assume $k_0$ is large enough that (7.1) is satisfied when $K = k_0 - 1$.

Choose $k_1$ large enough that $(r_0 + a \log_2 k_1)^2 < k_1$ and $r_0 + a \log_2 k_1 > R_0$. We define the event $\mathcal{N}^o(X_{N_{k_0}}, a \log_2 k_1, k_1)$ as the event $\mathcal{N}(X_{N_{k_0}}, a \log_2 k_1, k_1)$ with time shifted so that $\sigma_{N_{k_0}}$ becomes the time origin (so that the infection starts at the space-time point $(X_{N_{k_0}}, \sigma_{N_{k_0}})$). By the definition of $N_{k_0}$ and the choice of $k_0$,
\[
Q^\lambda_{p,q}(\mathcal{N}^o(X_{N_{k_0}}, a \log_2 k_1, k_1) \mid N_{k_0} < \infty, d(o, X_{N_{k_0}}) < r_0) \geq Q^\lambda_{p,q}(\mathcal{N}(o, a \log_2 k_1, k_1) \mid \deg(o) = k_0 - 1) > 1 - \epsilon.
\]

We have thus shown that, with probability larger than $(1 - \epsilon)(Q^\lambda_{p,q}(\xi^o_t \neq \emptyset \ \forall t) - \epsilon)$, the infection reaches a site $X_{N_{k_0}}$ of degree larger than $k_0$ and distance less than $r_0$ from the root and then, reaches a site $y$ of degree larger than $k_1$ and distance less than $a \log_2 k_1$ from $X_{N_{k_0}}$. All this occurs through infection paths through vertices whose distance from the root is never more than $R := r_0 + a \log_2 k_1$, so that $R > R_0$ and $R^2 < k_1$ as required. Since $\epsilon$ is arbitrary, the proof is complete.

**Lemma 7.3.** For any $\epsilon > 0$, $\lambda > 0$ and $(t_n)$ with $\log t_n = o(n)$, there exists $R > 0$ such that
\[
\liminf_{n \to \infty} \mathbb{P}^\lambda_{p,n}(\xi^o_{t_n} \neq \emptyset | \mathcal{N}(v_1, R, R^2)) > 1 - \epsilon.
\]

Since the proof of this lemma requires several preliminary results, we will postpone it. With Lemmas 7.2 and 7.3 at hand, we are ready for our main proof.

**Proof of Theorem 1.3.** Fix $\lambda > 0$, $\epsilon > 0$ and $(t_n)$ with $t_n \to \infty$ and $\log t_n = o(n)$. We will write $\gamma = Q^\lambda_{p,q}(\xi^o_t \neq \emptyset \ \forall t)$.
By Lemmas 7.2 and 7.3, we can choose $R > 0$ such that
\[
Q_{p,q}^\lambda (\mathcal{L}(o,R)) - \epsilon < \gamma < Q_{p,q}^\lambda (\mathcal{N}(o,R,R^2)) + \epsilon; \\
\limsup_{n \to \infty} P_{p,n}^\lambda (e_{t_n}^n = \emptyset | \mathcal{N}(v_1, R, R^2)) < \epsilon^2. \tag{7.2}
\]

For the contact process with parameter $\lambda$ on $G_n$, define:
\[
X_{n,i} = I_{\{e_{t_n}^n \neq \emptyset\}}, \quad \overline{X}_{n,i} = I_{(v_i,R) \in} , \quad Y_{n,i} = I_{(v_i,R) \in} \cap \{e_{t_n}^n \neq \emptyset\}, \quad 1 \leq i \leq n.
\]
Under $P_{p,n}^\lambda$, $(X_{n,1}, \ldots, X_{n,n})$, $(\overline{X}_{n,1}, \ldots, \overline{X}_{n,n})$ and $(Y_{n,1}, \ldots, Y_{n,n})$ are exchangeable random vectors with $X_{n,i} \leq \overline{X}_{n,i} + Y_{n,i}$ for each $i$ and, by Proposition 1.2,
\[
\lim_{n \to \infty} P_{p,n}^\lambda (X_{n,1} = 1) = Q_{p,q}^\lambda (\mathcal{L}(o,R)) < \gamma + \epsilon; \\
\lim_{n \to \infty} P_{p,n}^\lambda (Y_{n,1} = 1) = 0; \\
\lim_{n \to \infty} \text{Cov}(\overline{X}_{n,1}, \overline{X}_{n,2}) = 0. \tag{7.3}
\]
Using duality for the contact process, we have
\[
P_{p,n}^\lambda (|V_e| > (\gamma + 3\epsilon)n) = P_{p,n}^\lambda \left( \sum_{i=1}^n X_{n,i} > (\gamma + 3\epsilon)n \right) \\
\leq P_{p,n}^\lambda \left( \sum_{i=1}^n \overline{X}_{n,i} > (\gamma + 2\epsilon)n \right) + P_{p,n}^\lambda \left( \sum_{i=1}^n Y_{n,i} > \epsilon n \right) \xrightarrow{n \to \infty} 0
\]
by (7.3).

We now define
\[
\overline{Z}_{n,i} = I_{N(v_i,R,R^2)}, \quad W_{n,i} = I_{N(v_i,R,R^2) \cap \{e_{t_n}^n \neq \emptyset\}}, \quad 1 \leq i \leq n.
\]
Again, we get exchangeable random vectors and $X_{n,i} \geq \overline{Z}_{n,i} - W_{n,i}$. By Proposition 1.2 and (7.2),
\[
\lim_{n \to \infty} P_{p,n}^\lambda (Z_{n,1} = 1) = Q_{p,q}^\lambda (\mathcal{N}(o,R,R^2)) > \gamma - \epsilon, \\
\limsup_{n \to \infty} P_{p,n}^\lambda (W_{n,1} = 1) < \epsilon^2, \tag{7.4}
\]
\[
\lim_{n \to \infty} \text{Cov}(\overline{Z}_{n,1}, \overline{Z}_{n,2}) = 0.
\]
We then have
\[
P_{p,n}^\lambda (|V_e| < (\gamma - 3\epsilon)n) = P_{p,n}^\lambda \left( \sum_{i=1}^n X_{n,i} < (\gamma - 3\epsilon)n \right) \\
\leq P_{p,n}^\lambda \left( \sum_{i=1}^n \overline{Z}_{n,i} < (\gamma - 2\epsilon)n \right) + P_{p,n}^\lambda \left( \sum_{i=1}^n W_{n,i} > \epsilon n \right)
\]
The first term in the right-hand side vanishes as $n \to \infty$; by Markov’s inequality, the second term is less than
\[
\frac{nE_{p,n}^\lambda (W_{n,1})}{\epsilon n} \leq \frac{2\epsilon^2 n}{\epsilon n} = 2\epsilon
\]
when $n$ is large. Since $\epsilon$ is arbitrary, the proof is now complete.

We now turn to the proof of Lemma 7.3. Let us first explain our approach. We want the infection started at $v_1$ to survive until time $t_n$. Lemma 7.4 below guarantees
that, to this end, it is enough to show that the infection reaches a vertex of degree \( n^\beta \).

Lemmas 7.5 and 7.6 show that with high probability, there exists a “bridge” of vertices of increasing degree that can take the infection from \( v_1 \) to a site of degree larger than \( n^\beta \). In order to cross this bridge, the infection needs some “initial strength”, which is provided by the event \( \mathcal{N}(v_1, R, R^2) \) in the conditioning in the probability in Lemma 7.3.

The following result was proved in [2] for \( t_n = e^{\sigma n^\beta} \), where \( \beta < 1 \). Applying the exponential extinction time result of [12], it is easy to improve this to \( t_n \) satisfying \( \log(t_n) = o(n) \).

**Lemma 7.4.** For any \( \delta, \epsilon, \lambda > 0 \) and \( (t_n) \) with \( \log t_n = o(n) \), we have

\[
P_{p,n} \left( \min_{v \in \mathcal{V}_n, \text{deg}(v) \geq n^\beta} P_{G_n}^{\lambda} \left( \xi_n^v \neq \emptyset \right) > 1 - \epsilon \right) \xrightarrow{n \to \infty} 1.
\]

In words: as \( n \) becomes large, the probability of the following converges to 1: the graph \( G_n \) is such that, starting the \( \lambda \)-contact process with a single infection at any site of degree larger than \( n^\beta \), with probability larger than \( 1 - \epsilon \) the process will still be active by time \( t_n \).

In order to prove the two following lemmas, we describe an alternate, algorithmic construction of the random graph \( G_n \). Let \( d_1, \ldots, d_n \) be independent with law \( p \) and, by adding a half-edge to some vertex if necessary, assume that \( \sum_{i=1}^{n} d_i \) is even. We will match pairs of half-edges, one pair at a time. Let \( \mathcal{H} \) denote the set of half-edges.

To start, we select a half-edge \( h_1 \) in any way we want and then choose a half-edge \( h_2 \) uniformly at random from \( \mathcal{H} \setminus \{h_1\} \). We then match \( h_1 \) and \( h_2 \) to form an edge. Next, we select a half-edge \( h_3 \) from \( \mathcal{H} \setminus \{h_1, h_2, h_3, h_4\} \), match it to a half-edge \( h_4 \) uniformly chosen from \( \mathcal{H} \setminus \{h_1, h_2, h_3\} \), and so on, until there are no more half-edges to select. With a moment’s reflection, we see that the random graph produced from this procedure is \( G_n \).

**Lemma 7.5.** There exists \( \kappa = \kappa(a) > 0 \) such that, with probability tending to 1 as \( n \to \infty \), no cycle is formed when less than \( n^\kappa \) matchings of half-edges are made.

**Proof.** Let \( \sigma = \frac{1}{1(a-1)}, \kappa = \frac{a-2}{9(a-1)} \). Define

\[
A = \left\{ \sum_{i=1}^{n} d_i > \frac{n \mu}{2}, |\{i : d_i > n^\sigma\}| > n^{1-2\sigma(a-1)}, \sum_{i : d_i > n^\sigma} d_i \leq n^{1-\frac{2}{2}(a-2)} \right\}.
\]

Using the Law of Large Numbers, (2.1) and (2.2), we get \( P_{p,n}(A) \to 1 \) as \( n \to \infty \). Assume \( A \) occurs and we have matched \( j \) pairs of half-edges, with \( j < n^\kappa \). Let \( J \) be the set of vertices associated to half-edges that were matched; we have \( |J| \leq 2j < 2n^\kappa < n^{1-2\sigma(a-1)} = \sqrt{n} \) since \( \kappa < 1/2 \). Suppose we now choose a half-edge uniformly at random from the set of half-edges that have not yet been matched. The probability that the chosen half-edge belongs to a vertex that is not in \( J \) is

\[
\frac{\sum_{i : v_i \notin J} d_i}{\sum_{i=1}^{n} d_i - 2j} = 1 - \frac{\sum_{i : v_i \notin J} d_i - 2j}{\sum_{i=1}^{n} d_i - 2j} \geq 1 - \frac{\sum_{i : v_i \notin J} d_i}{n \mu/4}.
\]

since \( \sum_{i=1}^{n} d_i > n \mu/2 \) and \( j << n \). Since \( |\{i : d_i > n^\sigma\}| > |J| \), the right-hand side is larger than

\[
1 - \frac{\sum_{i : d_i > n^\sigma} d_i}{n \mu/4} > 1 - \frac{n^{1-\frac{2}{2}(a-2)}}{n \mu/4} = 1 - \frac{4}{\mu n^{\frac{2}{2}(a-2)}} \xrightarrow{n \to \infty} 0 \quad \text{since} \quad \kappa < \frac{a-2}{2}(a-2).
\]

So the probability of forming a cycle in \( n^\kappa \) matchings is less than \( n^{-\kappa} \cdot \frac{4}{\mu n^{\frac{2}{2}(a-2)}} \xrightarrow{n \to \infty} 0 \) since \( \kappa < \frac{a-2}{2}(a-2) \).
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**Lemma 7.6.** There exists $\delta = \delta(\alpha) > 0$ such that the following holds. For any $\epsilon > 0$, there exists $K_0$ such that, for any $K > K_0$ and $n$ large enough,

$$P_{p,n} \left( \bigcap_{k=K}^{[n^\delta]} M(v_1, a \log_2 k, k) \right) > 1 - \epsilon.$$

**Proof.** Let $\kappa$ be as in the above lemma; set $\delta = \frac{\kappa}{n}$ and $N_n = [n^\delta]$. Define the event

$$A'(K) = \frac{N_n}{\bigcap_{k=K}^{[n^\delta]} \left\{ \sum_{i=1}^{n} d_i \geq k \frac{d_i}{\sum_{i=1}^{n} d_i} > \frac{1}{1 + \epsilon} \right\}}.$$

We have

$$P_{p,n}(A'(K)) \geq 1 - P_{p,n} \left( \sum_{i=1}^{n} d_i > 2n\mu \right) - \sum_{k=K}^{[n^\delta]} \frac{P_{p,n} \left( \sum_{i=1}^{n} d_i \leq 2n\mu \frac{k}{k\alpha - 1} \right)}{N_n}.$$

For fixed $k$, we have

$$P_{p,n} \left( \sum_{i=1}^{n} d_i \leq 2n\mu \frac{k}{k\alpha - 1} \right) \leq P_{p,n} \left( \sum_{i=1}^{n} d_i \leq 2n\mu \frac{k}{k\alpha - 1} \right).$$

Now, letting $X \sim Bin(n, p[k, \infty])$, the probability in the right-hand side is less than

$$P(X \leq 2n\mu/k^\alpha) \leq e^{-e^{c \frac{n}{k^\alpha}}}$$

by (2.1) and (3.1). We have thus shown that $\lim_{n \to \infty} P_{p,n}(A'(K)) \geq 1 - \sum_{k=K}^{[n^\delta]} e^{-c n k^{-\alpha}} > 1 - \epsilon$ when $K$ is large enough. Fix one such $K$.

We now start matching half-edges; we first match all half-edges incident to $v_1$, then the half-edges incident to the neighbours of $v_1$, and so on. We continue until either a cycle is formed with the edges that we have built (call this a failed exploration) or we have revealed more than $n^\epsilon$ vertices (a successful exploration). By the above lemma, as $n \to \infty$, with high probability we have a successful exploration. We remark that, since all vertices have degree larger than 2, in a successful exploration we reveal at least $2^i$ vertices at distance $i$ from $v_1$, for $0 \leq i \leq \lfloor \log_2 n^\epsilon \rfloor$.

Assume $A'(K)$ occurs and let $k \in [K, N_n]$. If at some point in the exploration, $j$ matchings have already been made and no vertex of degree larger than $k$ has been found, then the probability that the next revealed vertex has degree larger than $k$ is larger than $\left( \frac{\sum_{i=1}^{n} d_i}{\sum_{i=1}^{n} d_i - 2j} \right) \geq k^{-(\alpha - 1)}$. Thus,

$$P_{p,n} \left( M(v_1, \log_2 k, k) \mid A'(K) \cap \{ \text{Successful exploration} \} \right) \geq \frac{1}{1 - \left( 1 - k^{-(\alpha - 1)} \right)^{k^\alpha}} \geq 1 - e^{-k}.$$

This completes the proof. 

**Proof of Lemma 7.3.** Fix $\epsilon, \lambda$ and $(t_n)$ as in the statement of the lemma. Since for $R$ large enough, $\lim_{n \to \infty} P_{p,n}^\lambda (N(v_1, R, R^2)) = Q_{p,q}^\lambda \left( N(o, R, R^2) > \frac{1}{2} \right) > 0$, the lemma will follow if we prove that for $R$ large enough,

$$\limsup_{n \to \infty} E_{p,n}(N(v_1, R, R^2) \cap \{ \xi_{t_n} = \emptyset \}) < \epsilon.$$  \hfill (7.5)
Recall that, if $\mathcal{N}(v_1, R, R^2)$ occurs, then there exist $y^*, t^*$ so that $d(v_1, y^*) < R$, $\deg(y^*) > R^2$ and

$$\frac{|B(y^*, 1)|}{|\mathcal{N}(v_1, R, R^2)|} > \frac{\min(\lambda, \lambda_0)}{\log 100}. \quad \text{(7.6)}$$

So, to prove (7.5) it suffices to prove that for $R$ large enough,

$$\liminf_{n \to \infty} \mathbb{P}_{p,n} \left( \text{for all } y^* \in B(v_1, R) \text{ with } \deg(y^*) > R^2, \right.$$

$$\frac{|\mathcal{N}(y^*, 1)|}{|B(y^*, 1)|} > \frac{\min(\lambda, \lambda_0)}{\log 100} \implies P^\lambda_{G^n} \left( \xi^*_{t^*} \neq \emptyset \right) > 1 - \epsilon. \quad \text{(7.6)}$$

Also, it is enough to prove (7.6) under the assumption that $\lambda$ is small enough, so we take $\lambda < \lambda_0$, where $\lambda_0$ is as in Lemma 3.2.

Fix $\delta > 0$ and $K_0$ corresponding to $\epsilon/2$ in Lemma 7.6. Then take $K \geq K_0$ such that

$$2 \sum_{k=K}^{\infty} e^{-c_1 \lambda^2 k} < \epsilon, \quad k > \frac{7}{c_1} \cdot \left( \frac{1}{\lambda} \log \frac{1}{\lambda} \right) \cdot 2! \log_2 (k + 1) \forall k \geq K. \quad \text{(7.7)}$$

Next, choose $R > 0$ such that

$$2 e^{-c_1 \lambda^2 R^2} < \frac{\epsilon}{3}, \quad R^2 > \frac{7}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot (R + a \log_2 K). \quad \text{(7.8)}$$

Now define the events for the graph $G_n$:

$$B_1 = \left\{ \min_{v \in V_n \colon \deg(v) \geq n^4} P^\lambda_{G^n} \left( \xi^*_{t^*} \neq \emptyset \right) > 1 - \frac{\epsilon}{3} \right\}, \quad B_2 = \left\{ \frac{|n^4|}{k=K} \mathcal{M}(v_1, a \log_2 k, k) \right\}.$$

By Lemma 7.4 and the choice of $K_0$, when $n$ is large enough we have $\mathbb{P}_{p,n}(B_1 \cap B_2) > 1 - \epsilon$. Assume $B_1 \cap B_2$ occurs and fix $y^*$ with $\deg(y^*) > R^2$ and $d(v_1, y^*) < R$; let us now prove that, if $\frac{|\mathcal{N}(y^*, 1)|}{|B(y^*, 1)|} > \frac{\min(\lambda, \lambda_0)}{\log 100}$, then $P^\lambda_{G^n}(\xi^*_{t^*} \neq \emptyset) > 1 - \epsilon$. Since $B_2$ occurs, we can take $z^*_K, z^*_{K+1}, \ldots, z^*_{|n^4|}$ such that $\deg(z^*_k) \geq k$, $d(v_1, z^*_k) \leq a \log_2 k$. Now, by (7.7) and (7.8),

$$\deg(y^*) > \frac{7}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot d(y^*, z^*_k) \text{ and } \deg(z^*_k) > \frac{7}{c_1} \cdot \frac{1}{\lambda^2} \log \frac{1}{\lambda} \cdot d(z^*_k, z^*_{k+1}) \text{ for all } k \geq K,$$

so Lemma 3.2 can be used repeatedly to guarantee that the infection is transmitted from $y^*$, through $z^*_K, z^*_{K+1}, \ldots$ until $z^*_{|n^4|}$ with probability larger than

$$1 - 2 e^{-c_1 \lambda^2 \deg(y^*)} - 2 \sum_{k=K}^{\infty} e^{-c_1 \lambda^2 \deg(z^*_k)} > 1 - \frac{2 \epsilon}{3},$$

To conclude, by the definition of $B_1$, the infection then survives until time $t^*$ with probability larger than $1 - \epsilon$.
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