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1. Introduction

One of the most sensitive ways of detecting the presence of heretofore unseen particles or forces is through the observation of effects they may have on CP-violating decays of neutral $B$ mesons [1]. Measurements of CP violation through the interference of $B^0_s$ mixing and decay amplitudes are particularly sensitive because the Standard Model (SM) prediction of the CP-violating phase is very small and accurate in quark level $b \to c\bar{s}s$ transitions, with $\phi_s^{SM} = -2 \arg(-\frac{V_{cs} V_{ts}^{*}}{V_{cb} V_{tb}^{*}}) = -36.3^{+2.4}_{-2.2}$ mrad, ignoring subleading corrections from Penguin amplitudes [2]. Initial measurements of $\phi_s$ at the Tevatron indicated possible large values inconsistent with the SM expectation [3], while LHCb measurements using both $B^0_s \to J/\psi\phi$ and $B^0_s \to J/\psi\pi^+\pi^-$ decays from 1 fb$^{-1}$ of integrated luminosity were consistent with the SM value [4,5], as were more recent results from CDF [6], and ATLAS [7].

In this Letter, we present a new measurement of $\phi_s$ in $\bar{B}^0_s \to J/\psi\pi^+\pi^-$ decays using data taken from an integrated luminosity of 3 fb$^{-1}$, obtained from pp collisions at the LHC. One-third of the data was collected at a centre-of-mass energy of 7 TeV, and the remainder at 8 TeV. In the previous study we used the result of our amplitude analysis [8], which showed that the CP-odd component of the decay was larger than 97.7% at 95% confidence level (CL). Here we perform a more sophisticated amplitude analysis [9], which uses an additional angular variable, and thereby directly determines the CP-odd and CP-even components. Previously it was found that five interfering $\pi^+\pi^-$ states required to describe the decay are: $f_0(980)$, $f_0(1500)$, $f_0(1790)$, $f_2(1270)$, and $f'_2(1525)$ [10]. In the same analysis, an alternative model including these states and a nonresonant $J/\psi\pi^+\pi^-$ component was also found to provide a good description of the data; the limit on the CP-even component is unchanged. The $J/\psi f_0(980)$ final state was suggested as being a useful final state for measuring $\phi_s$ as it is a CP-eigenstate [11] and inspired these studies. Subsequently, it was suggested that the $f_0(980)$ resonance might be formed of tetraquarks [12], and could then provide an additional SM contribution to $\phi_s$ beyond that originally expected. Studies of $B_0 \to J/\psi\pi^+\pi^-$ decays [13] indicate that the light scalar mesons are familiar $q\bar{q}$ states [14], so this concern has been ameliorated.

The method used here allows the measurement of the CP-violating phase $\phi_s$, without any assumption on the CP content, by measuring simultaneously the CP-even and CP-odd decay amplitudes and $\phi_s$.

2. Decay rates for $\bar{B}^0_s \to J/\psi h^+h^-$

The time dependent formalism for decays of neutral $B$ mesons to a $J/\psi$ meson, that subsequently decays into a $\mu^+\mu^-$ pair, and two pseudo-scalar particles $h^+h^-$ is derived in Ref. [9]. The differential decay rates for $\bar{B}^0_s \to J/\psi h^+h^-$, allowing for possible direct CP violation, can be written in terms of the decay time $t$, and the decay amplitudes $\mathcal{A}$ and $\bar{\mathcal{A}}$ as [15]

$$\Gamma(t) = \mathcal{N} e^{-\Gamma t} \left\{ \frac{|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2}{2} \cos \Delta \Gamma t \right\}$$

$$+ \frac{|\mathcal{A}|^2 - |\bar{\mathcal{A}}|^2}{2} \cos(\Delta m t) - \Re(\mathcal{A}^* \bar{\mathcal{A}}) \sinh \frac{\Delta \Gamma t}{2}$$

$$- \Im(\mathcal{A}^* \bar{\mathcal{A}}) \sin(\Delta m t) \right\},$$

(1)

$$\frac{\partial \Gamma}{\partial t}(t) = \mathcal{N} e^{-\Gamma t} \left\{ \frac{|\mathcal{A}|^2 + |\bar{\mathcal{A}}|^2}{2} \cos \Delta \Gamma t \right\}$$

$$- \frac{|\mathcal{A}|^2 - |\bar{\mathcal{A}}|^2}{2} \cos(\Delta m t) - \Re(\mathcal{A}^* \bar{\mathcal{A}}) \sinh \frac{\Delta \Gamma t}{2}$$

$$+ \Im(\mathcal{A}^* \bar{\mathcal{A}}) \sin(\Delta m t) \right\},$$

(2)
where \( \Delta \Gamma_i \equiv \Gamma_i - \Gamma_0 \) is the decay width difference between the light and the heavy mass eigenstates, \( \Delta m_h \equiv m_{h'} - m_h \) is the mass difference, \( \Gamma_0 \equiv (\Gamma_1 + \Gamma_2)/2 \) is the average width, and \( N \) is a constant. The complex parameters \( q \) and \( p \) are used to relate the mixing between the mass and flavour eigenstates. The decay amplitudes are defined as \( A \equiv A_1 \) and \( \bar{A} \equiv \frac{1}{p} A_f \), where \( A_f \) is the total amplitude of \( B_0^0 (B_s^0) \rightarrow J/\psi h^+ h^- \) decays at time \( t = 0 \).

The total amplitude \( A_f \) is taken to be the sum over individual \( \pi^+ \pi^- \) resonant transverse amplitudes [16], and possibly one nonresonant amplitude, labelled as \( A_i \). By introducing the parameter \( \lambda_i \equiv \frac{q}{p} \), relating CP violation in the interference between mixing and decay associated with the state \( i \), the amplitudes \( A \) and \( \bar{A} \) can be further expressed as the sums of the individual \( \psi_i \) amplitudes, \( A = \sum A_i \) and \( \bar{A} = \sum \lambda_i A_i \).

For \( J/\psi \) decays to \( \mu^+ \mu^- \) final states, these amplitudes are themselves functions of four variables: the \( \pi^+ \pi^- \) invariant mass \( m_{\pi\pi} = m(\pi^+ \pi^-) \), and the three angles \( \Omega \), defined in the helicity basis. These consist of the angle between the \( \mu^- \) direction in the \( J/\psi \) rest frame with respect to the \( J/\psi \) direction in the \( B_0^0 \) rest frame \( \eta_{J/\psi}\eta_{B_0^0} \), the angle between the \( h^- \) direction in the \( h^- \) rest frame with respect to the \( h^- h^- \) direction in the \( B_0^0 \) rest frame \( \eta_{h^- h^-}\eta_{B_0^0} \), and the angle between the \( J/\psi \) and \( h^- h^- \) decay planes in the \( B_0^0 \) rest frame \( \chi \) [49].

Assuming that any possible CP violation in the decay is the same for all amplitudes, \( \lambda = \eta \lambda_i \) is common for all amplitudes, where \( \eta \) is the CP eigenvalue of the transversity state \( i \). The CP-violating phase \( \phi_i \) is defined by \( \phi_i \equiv -\arg(\lambda_i) \) [4], and appears in the term containing \( A^\ast \bar{A} \). The explicit forms of \( |A(m_{\pi\pi}, \Omega)|^2 \) and \( |A(m_{\pi\pi}, \Omega)\bar{A}(m_{\pi\pi}, \Omega)|^2 \) in Eqs. (1) and (2) as functions of \( m_{\pi\pi} \) and \( \Omega \) are given in Ref. [9].

The factor \( |p/q|^2 \) is related to the flavour-specific CP-violating asymmetry \( a_{\psi_i} \) as

\[
a_{\psi_i} = \frac{|p/q|^2 - |q/p|^2}{|p/q|^2 + |q/p|^2} \approx |p/q|^2 - 1. \tag{3}
\]

LHCb measured \( a_{\psi_i} = (-0.06 \pm 0.50 \pm 0.36\%) \) [17], corresponding to \( |p/q|^2 = 0.9994 \pm 0.0062 \). Thus, we take \( |p/q|^2 = 1 \) for what follows.

3. The LHCb detector and event selection

The LHCb detector [18] is a single-arm forward spectrometer covering the pseudorapidity range \( 2 < \eta < 5 \), designed for the study of particles containing \( b \) or \( c \) quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream. The combined tracking system provides a momentum measurement\(^1\) with relative uncertainty that varies from 0.4% at 5 GeV to 0.6% at 100 GeV, and impact parameter resolution of 20 \( \mu \text{m} \) for tracks with large transverse momentum \( (p_T) \). Different types of charged hadrons are distinguished by information from two ring-imaging Cherenkov detectors. Photon, electron and hadron candidates are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. The trigger consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. Events selected

---

\(^1\) We use units where \( h = c = 1 \).
Fig. 2. Projections of (a) \(m(\pi^+\pi^-)\), (b) \(\cos \theta_{\pi^+}\), (c) \(\cos \theta_{J/\psi}\) and (d) \(\chi\) \[10\]. The points with error bars are data, the signal fits are shown with (red) dashed lines, the background with (black) dotted lines, and the (blue) solid lines represent the total fits. The difference between the data and the fits divided by the uncertainty on the data is shown below. (The reader is referred to the web version of this article to see the figure in color.)

The flavour function, a 2.3% contribution from the sum of \(B_s^0 \rightarrow J/\psi \eta'\) and \(B_s^0 \rightarrow J/\psi \phi\), with \(\phi \rightarrow \pi^+\pi^-\pi^0\), and 2.0% from \(B^+ \rightarrow J/\psi K^+ + J/\psi \pi^+\) decays, both of which produce tails in the \(B^0_s\) signal region. The latter two background mass shapes are obtained from simulation. The parameters of the signal and the combinatorial background are obtained from a fit to the \(B^0_s\) distribution in an extended region (see Fig. 1) and are subsequently fixed for use in the \(\phi_s\) fit.

As can be seen from Eqs. (1) and (2), knowledge of the \(B^0_s\) flavour at production greatly enhances the sensitivity. The process of determining the initial flavour is called “tagging”. We use both opposite-side [26] and same-side tagging information [4,27]. The opposite-side (OS) tag identifies the flavour of another \(b\) hadron in the event using information from the charges of leptons and kaons from its decay, or the charge of another detached vertex. The same-side kaon (SSK) tagger utilizes the hadronization process, where the fragmentation of a \(b\) (\(\bar{b}\)) quark into \(B^0_s\) (\(B^0_{s'}\)) meson can lead to an extra \(s\) (\(\bar{s}\)) quark being available to form a hadron, often leading to a \(K^-\) (\(K^+\)) meson. This kaon is correlated to the signal \(B^0_s\) in phase space, and the sign of its charge identifies the initial flavour [27]. A wrong-tag probability \(\eta\) is estimated event-by-event, based on the output of a neural network trained on simulations. It is calibrated with data using flavour-specific decay modes in order to predict the true wrong-tag probability of the event \(\nu(\eta)\) for an initial flavour \(B^0_s\) meson, which has a linear dependence on \(\eta\). The calibration is performed separately for the OS and the SSK taggers. Several modes are used for OS tagging including \(B^+ \rightarrow J/\psi K^+, B^+ \rightarrow D^0\pi^+, J/\psi K^+ + J/\psi \pi^+\) decays. SSK tags are calibrated by fitting the oscillations in \(B^0_s \rightarrow J/\psi K^0\) and \(B^0_s \rightarrow D^0\pi^+\) decays. When events are tagged by both the OS and the SSK algorithms, a combined tag decision and wrong-tag probability are given by the algorithm defined in Ref. [26] and extended to include SSK tags. This combined algorithm is implemented in the overall fit. The overall effective tagging power obtained is characterized by \(\eta_{\text{tag}}D^2 = (3.89 \pm 0.25)\%\), where \(D \equiv (1 - 2\nu_{\text{avg}})\) is the dilution, \(\nu_{\text{avg}}\) is the average wrong-tag probability, and \(\eta_{\text{tag}} = (68.68 \pm 0.33)\%\) is the signal tagging efficiency. The overall tagging power is improved by about 60% with respect to the previous analysis [5] mainly due to the inclusion of the SSK tagger, which has an tagging power about 40% better than that described in Ref. [4], due to the use of a neural-network based selection. In addition, the OS algorithms discussed in Ref. [26] have been re-optimized using the full available dataset.

The theoretical signal function including flavour tagging is

\[
R(\hat{t}, m_{hh}, \Omega, q|\eta) = \frac{1}{1 + |q|}\left[1 + q(1 - 2\nu(\eta))\right]\Gamma(\hat{t}, m_{hh}, \Omega) + \left[1 - q(1 - 2\nu(\eta))\right]\hat{R}(\hat{t}, m_{hh}, \Omega),
\]

where \(\hat{t}\) is the true decay time, and \(\hat{R}\) is defined in Eqs. (1) and (2). The flavour tag \(q\) takes values of \(-1, 0, 1\), if the signal meson is tagged as \(B^0_s, B^0_{s'},\) or untagged, respectively.
The signal function is further modified to take into account the decay time resolution and the acceptance effects on all the fit variables

\[ F^{\text{sig}}(t, m_{hh}, \Omega, \eta, \delta_t) \]

\[ = R(t, m_{hh}, \Omega, \eta) \cdot T(t - \hat{\delta}_t) \cdot \xi_t(t) \cdot \varepsilon(m_{hh}, \Omega), \] (5)

where \( \varepsilon(m_{hh}, \Omega) \) is the efficiency as a function of \( \pi^+ \pi^- \) mass and angles, obtained from the simulation as described in Ref. [10]. \( T(t - \hat{\delta}_t) \) is the decay time resolution function which depends upon the estimated decay time error for each event \( \delta_t \) and \( \xi_t(t) \) is the decay time acceptance function. The latter two are discussed in Section 5.

The distribution of the background decay time, \( \pi^+ \pi^- \) mass and angles can be factorized into components for the decay time and the remaining variables. The background decay time distribution, \( f^{bkg}_i(t|\delta_t) \) is a double exponential function convolved with the decay time resolution function, taken to be the same as that of the signal, and multiplied by the background decay time acceptance function. The parameters of the double exponential function and the acceptance function are obtained from the sum of \( J/\psi \pi^+ \pi^- \) and \( J/\psi \pi^+ \pi^- \) combinations in the same mass signal window as the \( J/\psi \pi^+ \pi^- \). The distribution of the background for the \( \pi^+ \pi^- \) mass and angles is described by the function \( B^{bkg}(m_{hh}, \Omega) \), discussed in Ref. [10], by summing all the background components.

The events are divided into four tagging categories: tagged by both OS and SSK, by OS only, by SSK only, and untagged. Each category \( i \) is described by the PDF

\[ p^i(m, t, m_{hh}, \Omega, \eta, \delta_t) \]

\[ = \frac{(1 - f_{bkg}^i)}{N^i_{\text{sig}}} p_{m_{hh}}^{\text{sig}}(m) F^{\text{sig}}(t, m_{hh}, \Omega, \eta|\delta_t) P^{\text{sig}}_{\eta,i}(\delta_t) \]

\[ + \frac{f_{bkg}^i}{N^i_{\text{sig}}} p_{m_{hh}}^{bkg}(m) B^{bkg}(m_{hh}, \Omega) T_{\delta_t}(t|\hat{\delta}_t) P^{bkg}_{\eta,i}(\delta_t), \] (6)

where \( f_{bkg}^i \) is the background fraction, which is fixed to the value obtained from the \( B^{\pm}_{\pi} \) mass fit for each category. The normalization factors \( N^i \) are calculated for each event by integrating over the decay time \( t \), the dihadron invariant mass \( m_{hh} \), and the angles \( \Omega \).

We include the PDFs for the estimated per-candidate decay time error \( \delta_t \) and the wrong-tag probability \( \eta \). The \( P^{\text{sig}}_{\eta,i}(\delta_t) \) and \( P^{bkg}_{\eta,i}(\delta_t) \) functions are signal and background PDFs of \( \delta_t \). The \( \delta_t \) background PDF is obtained from the distribution of the like-sign events and the \( \delta_t \) signal PDF is obtained from the distribution of the \( B^{\pm}_{\pi} \) candidates after background subtraction. The signal peaks at about 26 fs and the background at 29 fs. The mistagging PDF is different in each of the tagging categories: it is a product of two one-dimensional PDFs of \( \eta^{\text{SSK}} \) and \( \eta^{\text{OS}} \) if both are tagged, a one-dimensional PDF of the corresponding tagger if only single tagged, and a uniform PDF if untagged. The two one-dimensional distributions of \( \eta^{\text{SSK}} \) and \( \eta^{\text{OS}} \) are shown in Fig. 3 for both signal and background.

5. Decay time resolution and acceptance

The decay time resolution function \( T(t - \hat{\delta}_t; \beta) \) is described by a sum of three Gaussian functions with a common mean, and widths given by three scale factors, each being multiplied by \( \sigma^2_t \), where \( \delta_t \) is the estimated per-event decay time error and \( \sigma^2_t \) is a constant parameter. Studies on simulated data show that prompt \( J/\psi \pi^+ \pi^- \) combinations have nearly identical resolution to signal events. Consequently, we determine the parameters of the resolution model from a fit to the decay time distribution of such prompt combinations in the data, where the contribution of candidates unlikely to originate from \( J/\psi \) events are subtracted using sidebands of the \( \mu^+ \mu^- \) invariant mass distribution away from the \( J/\psi \) mass peak. Specifically, the time resolution is determined using prompt \( J/\psi \), triggered specially for calibration purposes, plus two oppositely charged tracks from the primary vertex with similar selection criteria as for \( J/\psi \pi^+ \pi^- \). We require that the \( J/\psi \pi^+ \pi^- \) mass be within \( \pm 20 \) MeV of the \( B^{0}_\psi \) mass, and we do not require the tracks to be detached. Taking into account the \( \delta_t \) distribution of the \( B^{0}_\psi \) signal, the effective resolution is found to be 40.3 fs by using the weighted average widths of the three Gaussians.

The decay time distribution is influenced by acceptance effects that are introduced by track reconstruction, trigger and event selection. The decay time acceptance is obtained using control samples of \( B^{0}_\psi \rightarrow J/\psi K^{*0}(\rightarrow K^- \pi^+) \) and \( B^{0}_\psi \rightarrow J/\psi K^{*0}(\rightarrow K^+ \pi^-) \) decays, and then corrected by the acceptance ratio between \( B^{0}_\psi \) and \( B^{0}_\psi \) decays derived from the simulation.

The same selection as for signal events is implemented for the \( B^{0}_\psi \) candidates except for the kaon identification requirement. The \( K^\pm \pi^\mp \) pair mass is restricted within \( \pm 100 \) MeV of the nominal \( R^{\*0} \) mass [28]. The candidates within \( \pm 25 \) MeV of the \( B^{0}_\psi \) mass peak are used to measure the decay time acceptance. There are 399 \( \pm 800 \) signal events with a purity of 98.5%. The decay time distribution is shown in Fig. 4(a). These data are fitted with an exponential function convolved with the time resolution function, and then multiplied by the acceptance function, \( \frac{1}{\beta \sqrt{2\pi}} \times \exp\left(-\frac{x^2}{2\beta^2}\right) \times (1 + \beta a + \beta^2 c^2) \), where \( a, n, t, \beta, \) and \( \beta^2 \) are parameters determined by the fit. The \( B^{0}_\psi \) lifetime is constrained to
\[ \tau_{\Phi} = 1.519 \pm 0.007 \text{ ps} \] [28]. The signal acceptance parameters and their correlations are given in Table 1. There is a large efficiency drop below 1 ps due to detachment requirements on the \( B^0 \) and its decay products in the selection.

Fig. 4(b) shows the acceptance ratio between \( B^0 \rightarrow J/\psi \pi^+\pi^- \) and \( B^0 \rightarrow J/\psi K^{*0} \) decays from the simulation. The distribution is almost flat. The ratio is well described by the function \( R(1 - p_2 e^{-p_1 t}) \) with parameters \( R, p_1 \) and \( p_2 \) determined by the fit. Parameter \( R \) is a normalization constant.

We use the product of the acceptance determined from \( B^0 \rightarrow J/\psi K^{*0} \) decays and the correction ratio found from simulation as the decay time acceptance function for \( B^0 \), denoted as \( E(t; a, \beta, \beta_1, p_1, p_2) \), where the parameter values and correlations are given in Table 1.

### 6. Results

The CP phase \( \phi_3 \) is determined from the fit that uses the amplitude model with five final state \( \pi^+\pi^- \) resonances. Several of the model parameters have Gaussian constraints applied in the fit. They are the measured values of \( \Delta m = 17.768 \pm 0.024 \text{ ps}^{-1} \) [29], \( I^*_3 = 0.663 \pm 0.005 \pm 0.006 \text{ ps}^{-1} \) and \( \Delta I^*_3 = 0.100 \pm 0.016 \pm 0.003 \text{ ps}^{-1} \) [4], the tagging parameters, the mass and width of the \( f_0(1790) \) and \( f_2(1525) \) fit fractions, and the scale factors in the decay time resolution function, multiplied by \( (1.00 \pm 0.05) \) to take into account the systematic uncertainty on the decay time resolution estimate [5]. Apart from \( \phi_3 \) and \( |\lambda| \), the other free parameters are the amplitudes and phases of the \( \pi^+\pi^- \) states. The fit procedure is checked using pseudoexperiments with the same size as data. The fit reproduces the input \( \phi_3 \) values with negligible bias.

For our first fit we do not allow direct CP violation and therefore fix \(|\lambda| \) to 1. The fit determines \( \phi_3 = 75 \pm 67 \pm 8 \text{ mrad} \). When two uncertainties are quoted, the first is statistical and the second is systematic. The systematic uncertainty is discussed in Section 7.

### 7. Conclusion

Fig. 5 shows the decay time distribution superimposed with the fit projection. Projections for \( m_{hh} \) and \( \Omega \) are shown in Fig. 2. Fit fractions of the contributing resonances are consistent with the results from the amplitude analysis [10]. We also perform the fit with \( |\lambda| \) treated as a free parameter. The fit determines \( \phi_3 = 70 \pm 68 \pm 8 \text{ mrad} \) and \(|\lambda| = 0.89 \pm 0.05 \pm 0.01 \) consistent with no direct CP violation \(|\lambda| = 1 \), under the assumption that direct CP violation is equal for all of the intermediate \( \pi^+\pi^- \) states. (The correlation between \( \phi_3 \) and \(|\lambda| \) is about 1%.)

Since the \( J/\psi \pi^+\pi^- \) final state is known to be \( >97.7\% \) CP-odd at 95% CL [10], we check our result by implementing a simplified fit without using the information of \( m_{hh} \) and \( \Omega \). Here the CP-odd fraction is assumed to be 100%, thus angular information is not needed to separate CP-odd and possible CP-even components. This fit was used in the previous \( \phi_3 \) measurement using \( J/\psi \pi^+\pi^- \) de-
cays [5]. Compared to the fit discussed above, the simplified fit gives a $\phi$ value differing by 20 mrad and a statistical uncertainty of ±69 mrad. The small difference between the two fits is consistent with a study using pseudoeperiments, where the distribution of the difference between the two fits is a Gaussian with a mean of zero and a width of 20 mrad.

7. Systematic uncertainties

The systematic uncertainties on $\phi$ and $|\lambda|$, evaluated using the fit allowing direct CP-violation, are summarized in Table 2. They are small compared to the statistical uncertainty. Since Gaussian constraints are applied in the fit, no additional uncertainty is introduced by the input parameters $\Delta m_s$, $\Gamma_s$, $\Delta \Gamma_s$, or those associated with flavour tagging and time resolution.

To evaluate the uncertainties due to the fixed parameters in the decay time acceptance, background decay time PDF, $m(\pi^+ \pi^-)$ and $m(\psi \pi^+ \pi^-)$ (mass) acceptance and background mass PDF, the data fit is repeated by varying the fixed parameters from their nominal values according to the error matrix 200 times for each source. The matrix elements are determined using simulation, $J/\psi \bar{K}$ data, and like-sign dipion data. The r.m.s. of the fitted $\phi$ value is taken as the uncertainty for each source.

Including different resonances could change the CP-even fraction in the decay, and thus the $\phi$ result. In Ref. [10] two acceptable solutions were found for the contributing components. For our main result we use the one with five resonant components. The other solution adds a 5.9% nonresonant component. Evaluating $\phi$ for the second solution gives a small difference of 3 mrad. Adding a $\rho/\gamma$ component causes the largest change for $\phi_s$ and $\lambda$ and is taken as the systematic uncertainty, even though vector particles must conserve the zero isospin of the dipion system, which forbids the decay into $\rho(770)$. The resonance masses and widths of $f_0(1270)$ and $f'_0(1525)$ are fixed in the fit.

To evaluate the uncertainty due to the fixed masses and widths, the fit is repeated by changing each parameter within one standard deviation of its error, and the larger shift in the fitted values is taken as the systematic uncertainty. Similarly, the uncertainties due to other fixed parameters, such as background fractions and those used in $B$ mass PDFs, are also determined. We take the background decay time distribution to be independent of $m_{hh}$. This assumption is tested by repeating the fit with different background decay time PDFs for the low $m_{hh}$ and high $m_{hh}$ regions, found from the like-sign dipion events in the same mass regions. The effects on $\phi$ and $|\lambda|$ are found to be negligible.

The production ratio of $B^0_s$ to $B^0$ is estimated to be $R_P = (1.00 \pm 0.05)$ [31]. To include this effect, the $B^0_s$ decay rate, $I_s$, used in Eq. (4) is multiplied by $R_P$. The uncertainty due to this source is estimated by varying $R_P$ within its error. The uncertainties are added in quadrature to give the total.

8. Conclusions

We have presented a time-dependent flavour-tagged analysis of the $B^0_s \rightarrow J/\psi \pi^+ \pi^-$ decay using angular distributions and the $\pi^+ \pi^-$ mass dependence to determine the CP content of the final state components. We measure the mixing induced CP-violating phase $\phi_s$. Assuming the absence of direct CP violation, we find $\phi_s = 75 \pm 67 \pm 8$ mrad.

For the case where direct CP is allowed, we find $\phi_s = 70 \pm 68 \pm 8$ mrad, and $|\lambda| = 0.89 \pm 0.05 \pm 0.01$.

This result supersedes and is more precise than our previous measurement in this decay mode of $\phi_s = -19^{+17}_{-14} \pm 4$ mrad based on a 1 fb$^{-1}$ data sample [5]. Physics beyond the Standard Model is not established by our measurements.
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