Elliptically polarized modes for the unidirectional excitation of surface plasmon polaritons
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Abstract: We propose a new method for the directional excitation of surface plasmon polaritons by a metal nanoparticle antenna, based on the elliptical polarization of the normal modes of the antenna when it is in close proximity to a metallic substrate. The proposed theoretical model allows for the full characterization of the modes, giving the dipole configuration, frequency and lifetime. As a proof of principle, we have performed calculations for a dimer antenna and we report that surface plasmon polaritons can be excited in a given direction with an intensity of more than two orders of magnitude larger than in the opposite direction. Furthermore, using the fact that the response to any excitation can be written as a superposition of the normal modes, we show that this directionality can easily be accessed by exciting the system with a local source or a plane wave. Lastly, exploiting the interference between the normal modes, the directionality can be switched for a specific excitation. We envision the proposed mechanism to be a very useful tool for the design of antennas in layered media.
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References
Plasmons hold great promise for the field of nanophotonics, since these electromagnetic waves can be confined well below the diffraction limit and can propagate over distances of several tens of microns [1–5]. These properties make plasmonic structures the ideal platform for studying single emitters, as well as for designing nanophotonic circuitry [6–12].

Of particular importance are Surface Plasmon Polaritons (SPPs), propagating surface waves which can be excited on the interface between a dielectric and a metal. Since these are guided modes, they cannot be excited by direct illumination, but some phase-matching techniques are needed. A common approach is to use a local emitter, for example the plasmon resonance of a metal nanoparticle (MNP), as a near-field source for the excitation of the guided modes. The presence of the substrate will also affect the optical response of the MNP, the plasmon of the MNP will mix with the modes of the substrate. A very clear description of this phenomena can be given in the framework of plasmon hybridization [13, 14].
substrate, resonance frequency shifts and high field intensities in the gap have been observed, as well as the interplay between the localized plasmon of the MNP and the propagating SPP [15–19]. When a chain of MNPs close to a metallic substrate is considered, the hybrid modes of the system are shown to have interesting properties, such as guiding, bending and negative phase velocity [20–25].

For applications in nano-photonic circuitry and sensing, it is desired to be able to excite guided modes with a preferred direction. An important step towards achieving this goal was taken by hybridizing a plasmonic antenna with a dielectric waveguide. The antenna couples the free-space radiation directionally to the confined modes of the waveguide and vice versa [26]. Plasmonic antennas can be created from collections of metal nanoparticles (MNPs) and can be designed to have specific properties, like localization and directivity [9, 27–33]. Most commonly used are the so-called phased array antennas, in which the directionality is obtained by engineering the constructive and destructive interference between the antenna elements. Based on this approach, antennas have been created that allow for polarization-dependent, directional excitation of SPPs [34, 35]. Alternatively, grooves in a metallic substrate have been used as antenna elements and directionality is obtained due to the interference of the electric field scattered from separate grooves [36–38], or even due to the interference of the modes of a single, structured groove [39].

In [17, 18, 40], it was reported that directional excitation of guided modes can even be obtained from a single metal nanoparticle, provided its induced dipole moment is out-of-plane circularly polarized. In particular, these references have studied the directional excitation of SPPs by circularly polarized MNP above a metal substrate. The phase difference between the dipole moment parallel and perpendicular to the waveguide gives rise to constructive interference in one direction, and destructive interference in the opposing direction. Optimizing the system can even lead to a complete cancellation of SPPs in a particular direction [18]. The first experimental realization of the directional excitation of SPPs by using circularly polarized light was achieved using a nanoslit rather than a metal nanoparticle [41]. Later, the effect was demonstrated for a single optical nano-antenna by exciting it with a polarization tailored beam [40]. Directional emission from circularly polarized dipoles can also be explained in the context of angular momentum matching. For surface polaritons, spin and propagation direction are coupled, and therefore a circularly polarized dipole will preferentially excite SPPs with one particular propagation direction [42, 43]. Over the last few years, there has been a great effort in getting a better fundamental understanding of the important physics, see e.g. the discussion in [44, 45], and finding new implementations of this phenomenon [46–49]. A clear overview of recent progress is given in [50].

In order to achieve a circularly, or in general elliptically, polarized dipole, the external excitation needs to be elliptically polarized. In practice, this will limit the applicability of this method and, furthermore, it can be complicated to excite the system with a specific elliptically polarized beam when the system is embedded in a layered structure. In this paper, we will demonstrate a new mechanism for obtaining directional near-field excitation of SPPs, based on the elliptical polarization of the plasmonic modes of coupled MNPs above a metallic substrate. The method for finding the collective modes of the hybrid system is presented and, as a proof of principle, we will discuss the results for an asymmetric dimer above a metallic substrate and show that it contains normal modes which couple directionally to SPPs. Since this effect originates from the modes of the system, the directionality is inherent, i.e. it does not rely on elliptically polarized excitation.
Fig. 1. A schematic illustration of the considered system: a dimer of silver nanospheres with different sizes, embedded in medium 1, located above and parallel to a metallic substrate (medium 2). $a_1$ and $a_2$ are the radii of particle 1 and 2, respectively, $d$ is the center-to-center spacing between the MNPs and $h$ is the distance from the dimer to the substrate. Throughout this work, we will consider the metallic substrate to be silver and the embedding medium to be glass.

2. Formalism

The calculations presented in this paper are based on a coupled dipoles approach, i.e., the MNPs are treated as point dipole scatterers and the coupling between the MNPs is taken into account using dipole-dipole interactions, including retardation effects. The interaction with the substrate is calculated from the recipe prescribed by Sommerfeld. For a dimer of MNPs, which is the system of interest, the geometry of the system under consideration is shown in Fig. 1. The radii of the particles are given by $a_1$ and $a_2$ respectively, the center-to-center spacing between the particles is given by $d$, and the dimer is situated at a height $h$ from the substrate. The formalism presented below may easily be generalized to arrays of an arbitrary number of MNPs placed parallel to the substrate. We stress that all calculations have been performed under conditions for which the point dipole approximation is known to be valid [24, 51], i.e. the particle radii are much smaller than the wavelength, and the spacing and height satisfy $d \geq 3a$ and $h \geq 2a$. Therefore, the dipole model provides an excellent framework to perform the calculations, without obscuring the important physical phenomena that are necessary for a deep understanding.

In order to understand the collective resonances of the hybrid system, it is useful to first consider only a single isolated spherical MNP. Assuming the particle is much smaller than the wavelength, the dipole moment induced in the MNP will be $p = \epsilon_1 \alpha(\omega) E$, where $\epsilon_1$ is the permittivity of the dielectric (medium 1), $E$ is the electric field exciting the particle, and $\alpha(\omega)$ is the frequency dependent polarizability of the MNP, given by

$$
\frac{1}{\alpha(\omega)} = \frac{\epsilon_{MNP}(\omega)}{\epsilon_{MNP}(\omega) + \epsilon_1} + \frac{1}{\epsilon_1} \frac{k_1^2 a}{a^3} - \frac{2i k_3}{3 k_1}.
$$

(1)

The first term of this equation is the polarizability as derived from electrostatics, with $\epsilon_{MNP}$ representing the permittivity of the MNP. The second and third terms are dynamical corrections taking into account spatial dispersion and radiation damping [52, 53]. The wavevector in the surrounding medium is defined as $k_1 = \sqrt{\epsilon_1 \omega / c}$. Generally, since the MNP is a metallic particle, it has a Drude-type permittivity and it is important to take into account the ohmic losses. Calculating $|\alpha|^2$ from Eq. (1) as a function of $\omega$ shows a Lorentzian-like response with a strong peak and well-defined width. The peak is the plasmon resonance frequency of the metal.
nanoparticle and the width is due to both the ohmic and the radiation losses. The resonance in fact corresponds to exciting the normal mode of the MNP, which has a corresponding complex normal mode frequency. The real part of this frequency corresponds to the peak position, while the imaginary part is associated with the Full Width Half Maximum of the peak. The normal mode frequency corresponds to the singularity of the polarizability, i.e., the frequency for which the dipole moment of the MNP becomes infinite.

In a dimer, each MNP does not only experience the monochromatic external field $E^{\text{ext}}$, but also the field generated by the other particle. Within the Green’s tensor formalism, the electric field at position $\mathbf{r}$ generated by a point dipole $\mathbf{p}'$ located at $\mathbf{r}'$ and oscillating with frequency $\omega$ is given by

$$
E(\mathbf{r}) = \frac{k^2}{\varepsilon_1} \hat{G}(\omega, \mathbf{r}, \mathbf{r}') \mathbf{p}',
$$

where $\hat{G}(\omega, \mathbf{r}, \mathbf{r}')$ is the 3 by 3 electromagnetic Greens tensor. Hence, for a dimer the dipoles of the MNPs are governed by the following system of coupled equations

$$
\frac{1}{\varepsilon_1} \begin{pmatrix}
\frac{1}{\alpha_1(\omega)} & \frac{1}{\alpha_2(\omega)} \\
-k_1^2 \hat{G}(\omega, \mathbf{r}_1, \mathbf{r}_2) & -k_2^2 \hat{G}(\omega, \mathbf{r}_2, \mathbf{r}_1) 
\end{pmatrix}
\begin{pmatrix}
\mathbf{p}_1 \\
\mathbf{p}_2 
\end{pmatrix} = 
\begin{pmatrix}
E_{1}^{\text{ext}} \\
E_{2}^{\text{ext}} 
\end{pmatrix},
$$

or, in short, $\hat{\mathbf{M}} \mathbf{p} = \mathbf{E}$, where $\hat{\mathbf{M}}$ is a 6x6 matrix, and $\mathbf{p}$ and $\mathbf{E}$ are 1x6 vectors. For the general case of $N$ particles the system will be of dimensions $3N\times3N$. This equation allows one to calculate the dipole moments induced in the MNPs given a specific excitation, or reversely, the electric field produced for a given set of dipoles. Mathematically, this system is very similar to a set of driven coupled harmonic oscillators. Physically, one gains a great deal of insight into these systems by calculating the so-called quasinormal modes, and their corresponding complex frequencies. In this work, we will refer to these modes simply as normal modes, however all losses are properly taken into account. The real part of the frequency corresponds to the oscillation frequency of the dipoles and the imaginary part is the inverse lifetime of the mode. To find the normal modes of such a system, the homogeneous equation has to be solved, by setting $\mathbf{E} = 0$. This implies that the complex frequencies corresponding to $\det(\hat{\mathbf{M}}) = 0$ have to be found and subsequently the eigenvalue problem has to be solved for each of those frequencies. This procedure is carefully described in, for example [53–56]. In this study, the positions of the roots of the determinant were first estimated by calculating $|\det(\hat{\mathbf{M}})|$ on the complex frequency plane, which were then used as an input for the build-in rootfinder of Matlab R2015a.

Since losses are inherent to the system, the normal modes will in general not be orthogonal. However, they do form a complete set and therefore it is still possible to expand any solution of $\mathbf{p}$ as a superposition of the normal modes. This can be achieved by constructing a so-called bi-orthogonal system (see Appendix A).

It is important to note that calculating the normal modes for a given system becomes numerically more difficult for increasing system size. The reason lies in the calculation of the interaction at complex frequency which diverges at large distances, because the electric field at large distances diverges. Assuming a time-dependence of $\exp[-i\omega t]$, implies that the normal mode frequencies have to satisfy $\text{Im}[\omega] < 0$ in order to obtain modes that are decaying in time. Inserting such a frequency in a propagating wave $\exp[ikr] = \exp[i\omega t/c]$ gives a wave that is growing as it propagates. It is important to realize that this does not violate causality, in reality there is a wavefront $r/c = t$ at which the decay in time and the increase in distance exactly cancel and no interactions can occur before the wavefront arrives. For infinitely long chain of MNPs this difficulty can be circumvented by assuming Bloch modes and using analytical continuation to calculate the dipole sums forming the interaction [57].
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Needless to say, the normal modes will be determined to a large extent by the detailed form of \( \hat{G} \), which in turn depends strongly on the environment. For a dipole in a homogeneous medium, the tensor is often referred to as \( \hat{G}^H \) and is defined in Cartesian coordinates as \[ \hat{G}^H(\omega; \mathbf{r}, \mathbf{r}') = \left[ \begin{array}{c} \mathbf{I} \end{array} + \frac{\nabla \nabla}{k_1^2} \right] \frac{\exp(ik_1|\mathbf{r} - \mathbf{r}'|)}{|\mathbf{r} - \mathbf{r}'|}. \] (4)

From the above equation it is obvious that if \( \mathbf{r} - \mathbf{r}' \) is parallel to one of the coordinate axes, the tensor will be diagonal, i.e. \( G_{ij} = 0 \) if \( i \neq j \), hence the three different polarizations are completely decoupled. For a linear chain of dipoles in a homogeneous medium this will always be the case and therefore the modes of such a chain will always be linearly polarized.

In general, any inhomogeneity that is introduced into the system will break its symmetry and therefore gives rise to a cross-coupling between the different polarizations. In particular, for the set-up considered in this paper (see Fig. 1), the presence of the substrate introduces a coupling between \( x \) and \( z \)-polarized modes. In this case, there are two possible interaction paths between the particles, a direct one, mediated by free-space photons, and an indirect path, comprising contributions both from reflections and SPPs at the substrate. In general, the two interactions will have a different polarization and phase, resulting in an elliptically polarized field at the particle position, and hence, in elliptically polarized dipoles, with a polarization oscillating in the \( xz \)-plane.

To characterize the phase difference and the resulting polarization, one needs to calculate the Green’s tensor for an oscillating dipole located above a metallic substrate. A well-known approach for this was developed by Sommerfeld, and is based on expanding the dipole field into a product of cylindrical waves and plane waves for which the interaction with the substrate is simply given by Fresnel reflection \([58–60]\). In particular, the Fresnel coefficient for TM polarized light will describe the coupling to the SPP of the substrate. The outlined procedure results in contour integrals that have to be calculated numerically. Extra care needs to be taken when calculating the normal modes for this system, since the integrals then have to be evaluated for complex frequency, so that the convergence is very sensitive to the choice of the integration path and the branch cuts. This is explained in more detail in Appendix B.

3. Results and discussion

To illustrate the above we have performed calculations for a dimer of silver nanospheres above a silver substrate (see Fig. 1). To describe the frequency dependent permittivity of silver a generalized Drude model is used \([61]\),

\[ \varepsilon_{\text{MNP}} = \varepsilon_2 = \varepsilon(\omega) = 5.45 - 0.73 \frac{\omega_p^2}{(\omega^2 + i\omega\gamma)}, \] (5)

with plasma frequency \( \omega_p = 17.2 \text{ rad fs}^{-1} \) and damping coefficient \( \gamma = 0.0835 \text{ fs}^{-1} \). The surrounding medium is chosen to be glass with \( \varepsilon_1 = 2.25 \).

In order to make this paper reasonably self-contained, we will first briefly discuss the optical response of a single silver MNP above a silver substrate. In Fig. 2(a), the dispersion relation of the SPP on the silver substrate is given. The surface plasmon frequency, \( \omega_{sp} \), and the resonance frequency of the MNP, \( \omega_{\text{MNP}} \), are indicated by the dotted lines. It is important to note that the SPP results from hybridization of the surface plasmon of the metal and the photons in the dielectric. From the SPP dispersion relation it can be seen that the MNP plasmon resonance has an appropriate frequency to couple to the SPPs of the substrate. Figure 2(b) gives the optical response, i.e. the modulus squared of the dipole moment of a silver MNP situated at \( h = 50 \text{ nm} \) above the substrate. The particle is excited by a stationary \( z \)-polarized electric field with angular
Fig. 2. (a) SPP dispersion on the interface between silver and glass. Also indicated are: (i) the resonance frequency $\omega_{\text{MNP}}$ of a silver MNP with a radius of $a = 25$ nm, (ii) the frequency of the surface plasmon resonance $\omega_{\text{sp}}$, (iii) the lightline in glass. (b) The modulus squared of the dipole moment of a silver MNP located in glass at $h = 50$ nm above the glass-silver interface, induced by a stationary $z$-polarized electric field of angular frequency $\omega$. (c) Logarithmic plot of the square of the real part of the $z$-component of the electric field that is produced by the MNP is plotted in the $xz$-plane ($y = 0$) for an excitation frequency of $\omega = 4$ rad/fs (highest peak in panel (b)). The system’s geometry is the same as in panel (b).

frequency $\omega$. In this graph, two peaks can be distinguished: one close to the MNP resonance, the other close to the surface plasmon of the substrate. The relatively large frequency spacing between both resonances implies that the hybrid MNP-substrate modes will be closely related to their non-interacting constituents. In Fig. 2(c), the square of the real part of the $z$-component
Fig. 3. The modes of a dimer comprising two equal-size silver MNPs embedded in glass are shown, with (right) and without (left) the presence of a silver substrate, using $a = 25$, $d = 90$ and $h = 50$ nm. The black arrow indicates the dipole moment, while the dashed line represents the contour traced out by the dipole as a function of time. For each mode the complex normal mode frequency $\omega$ in units of rad/fs is also given.

<table>
<thead>
<tr>
<th>Symmetric MNP dimer in free space</th>
<th>Symmetric MNP dimer above silver substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$ (rad/fs)</td>
<td>dipoles</td>
</tr>
<tr>
<td>4.2604 – 0.0827i</td>
<td>![Dipole Image]</td>
</tr>
<tr>
<td>4.2354 – 0.2727i</td>
<td>![Dipole Image]</td>
</tr>
<tr>
<td>4.0671 – 0.1107i</td>
<td>![Dipole Image]</td>
</tr>
<tr>
<td>4.0155 – 0.2929i</td>
<td>![Dipole Image]</td>
</tr>
</tbody>
</table>

The high intensity close to the substrate is a clear indication that indeed SPPs are excited.

We will now turn to the modes of a symmetric MNP dimer above a silver substrate. In Fig. 3 it is shown how the well-known modes of a dimer, consisting of two equal particles, are changed when a silver substrate is present. The modes depicted here were found by solving Eq. (3) for $E = 0$ under the given conditions. Generally, the presence of the substrate will give rise to three effects: the cross-coupling of longitudinal and transversal modes, shifts of the resonance frequencies due to the interaction with the reflected field, and, to a smaller extent, the hybridization of the dimer modes with the surface plasmon of the substrate. In Fig. 3, the cross-coupling between the longitudinal and transversal modes is obvious from the tilted dipoles. Depending on the phase difference between the two polarizations, the amplitudes of the dipoles trace a straight line (no phase difference) or, in general, an ellipse. Comparing the left and the right panel of Fig. 3 it becomes clear that not only the dipole moments are altered, but also the resonance frequencies have changed. These shifts result from the change in the effective inter-particle coupling due to the field that is reflected from the substrate. There is also a contribution from the hybridization of the dimer modes with the surface plasmon. However, due to the large frequency separation between the isolated dimer and the surface plasmon, the effect is very small. Therefore, we can assume that modes that are depicted here mainly originate from the dimer. It is important to note that the system contains many more normal modes, which occur at higher frequency and mainly correspond to the substrate.

As expected, some of the modes of the MNP dimer above the substrate, shown in Fig. 3, indeed contain elliptically polarized dipoles. According to [17, 18], dipoles with such a polarization can excite SPPs in a preferred direction. However, due to the symmetry of the geometry considered here, both MNPs cause fields of opposite directionality, yielding a net non-directional response. This effect can be easily overcome by lifting the symmetry of the system. To this end, we consider a dimer consisting of two silver nanospheres with different sizes. Other approaches may be using particles of different shape or different material. Figure 4 shows the normal modes and the corresponding frequencies for a dimer consisting of silver nanospheres...
Fig. 4. (a) As in the right panel of Fig. 3, but now for an asymmetric dimer, with particle sizes $a_1 = 15$ and $a_2 = 25$ nm, respectively. The asymmetry and ellipticity of the modes are clearly seen from the arrows representing the dipole moments. (b) The intensity of the electric field generated as a function of $x$ along the line $y = 0, z = 5$ nm by each of the modes depicted in (a). The modes are normalized and the intensity is scaled in such a way that the highest peak in mode 4 equals 1. All modes radiate more in the -x direction and this effect is the strongest for mode 4.

with sizes of $a_1 = 15$ nm and $a_2 = 25$ nm, respectively. As can be seen from this figure, the asymmetry results in modes that are mainly localized on one of the particles and show strong asymmetry with respect to $x = 0$. Therefore, the optical response of the system will be asymmetric and directional excitation of SPPs on the substrate can be achieved.

To illustrate the directional response of this system, Fig. 5 shows the radiation profiles of the asymmetric dimer above a silver substrate. The dipoles of the MNPs are assumed to oscillate according to mode 4 of Fig. 4, i.e., only this mode is considered to be excited. In Fig. 5(a) the square of the real part of the z-component of the electric field is plotted. The bright spots show the position of the dimer and the coupling of the dimer to the SPP for this mode is seen from the high intensity wave that is propagating on the substrate. It is clear from the figure that the
Fig. 5. The radiation profiles of the asymmetric dimer are plotted. In both cases, the field produced by mode 4 of Fig. 4 is shown. (a) The square of the real part of the z-component of the electric field in the xz-plane. (b) The normalized electric field intensity profile on a plane parallel to the xy-plane, at a height of \( z = 5 \) nm above the substrate. Both pictures show a strong asymmetry along the x-axis, with an intensity contrast of a factor of 140 between \( x = +500 \) and \( x = -500 \) nm along the line \( y = 0 \) nm.

The excitation of the SPP by the dimer is strongly asymmetric. This is further illustrated in Fig. 5(b) in which the normalized intensity of the electric field is plotted on a surface that is parallel to and at a height of \( z = 5 \) nm above the substrate. As can be seen, the strong asymmetry does not only occur close to the dimer axis: over a width of about 100 nm transverse to the dipole axis there is a large intensity contrast visible. The intensity contrast along the x-axis is characterized by a factor of 140 between \( x = +500 \) and \( x = -500 \) nm. It should be pointed out that the radiation profile of an asymmetric dimer in free space also is directional, however, much less pronounced. In absence of the substrate, the most directional normal mode has an intensity contrast along the same line of only a factor of 5.

So far we have shown that the considered system has quasi-normal modes which can directionally excite SPPs. It is an inherent property of the system, since those modes exist without any external excitation. Therefore, no external source of elliptically polarized light is needed. However, in order to use this mechanism to directionally excite modes, an important question arises: how to supply energy to the modes that are responsible for the directionality? In the present situation, a strong intensity contrast of two orders of magnitude is only seen for
mode 4 (see Fig. 4(b)) and therefore, it is crucial to be able to couple most of the excitation to this specific mode. As was mentioned earlier, the response of the system to any excitation, can be written in terms of a superposition of the system’s normal modes (see Appendix A). The prefactors in the superposition will depend on the frequency and the polarization of the given excitation. Due to the presence of both Ohmic and radiative losses, the spectral dependence of each mode is relatively broad and, because of that, there is a significant overlap between the modes.

Furthermore, the fact that the modes are not orthogonal makes it less straightforward to use polarization to select one particular mode: even if the provided excitation is such that the polarization and phase of the electric field acting at the location of each particle match exactly to one of the modes, still a superposition of multiple modes will be excited. Here “match exactly” means that the electric field at each particle has a direction parallel to the mode’s dipole on that particle, while the ratio of the electric field amplitudes and their relative phases at both particles equal the amplitude ratio and phase difference for the mode’s dipoles on both particles. However, it is worth noting that there are techniques available to optimize the excitation of one particular mode, even under these conditions. Let us denote the set of non-orthogonal modes \( \mathbf{v}_i \), where \( i \) denotes the mode index and \( \mathbf{v} \) is a complex vector with length 4, corresponding to the \( x \) and \( z \) polarization of both particles. Then, a corresponding bi-orthogonal set \( \mathbf{v}^* \) can be constructed [62], which has the property that \( \mathbf{v}^* \mathbf{v}_j = \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta. Exciting the system along one of the vectors \( \mathbf{v}^* \) (i.e. choosing the electric field values at both particles such that their orientations, phases, and amplitude ratio matches \( \mathbf{v}^* \)), implies that the excitation will only couple to mode \( \mathbf{v}_i \). Therefore, to excite only a single mode the excitation should not be matched to the mode itself, but to its counterpart in the bi-orthogonal set. In order to achieve such an excitation, beam shaping techniques with which both amplitude and polarization of the input electric field can be altered, might be needed [63, 64]. However, since the directionality is an inherent property of the system, even standard excitations, such as near field excitation or plane wave excitation yield a significant directionality. As is seen from the mode configurations in Fig. 4(a), the modes are mainly localized on one of the particles. This implies that the modes are very sensitive to a local excitation. From Fig. 4(b) one can recognize that mode 4 will couple strongly to a \( z \)-polarized CW excitation at the smaller MNP, with a frequency of \( \omega = 4.50 \) rad/fs. The response of the dimer to this particular excitation (Excitation 1), is plotted as the blue solid line in Fig. 6. Even though a complex superposition of the modes is excited, still a strongly directional response of more than one order of magnitude is observed. In practice, such excitation conditions can be easily achieved by making use of near field excitation with an optical fiber, or electronically with cathodoluminescence [31,65,66]. Interestingly, since the modes in a superposition have different phases and amplitudes, interference between the normal modes can occur, which can lead to counterintuitive phenomena. An example is depicted for Excitation 2 in Fig. 6, the response of the system to an equal \( z \)-polarized CW electric field at both MNPs with a frequency of \( \omega = 4.85 \) rad/fs. The response shows a preferred emission in the \( +x \) direction, whereas all modes (see Fig. 4(b)) show a directionality in the \( -x \) direction. Calculating the radiation of each of the modes separately, revealed that modes 2 and 4 are destructively interfering in the \( -x \) direction, whereas there is constructive interference in the \( +x \) direction, yielding a net directional response in the \( +x \) direction.

4. Summary

We have provided a method which can be used to find the normal modes of a collection of metal nanoparticles above a metallic substrate. The modes of such system are shown to be elliptically polarized. Using the fact that elliptically polarized dipoles can directionally excite surface plasmon polaritons on the metallic substrate, we have designed a system for which
Fig. 6. The normalized intensity of the field radiated by the asymmetric dimer as a response to two different excitations. 1 - z-polarized excitation on the smaller MNP only, with $\omega = 4.50 \text{ rad/fs}$; 2 - both particles excited by an equal z-polarized electric field at both particles, with $\omega = 4.85 \text{ rad/fs}$. The intensity is calculated along a line parallel to and at a height of 5 nm above the substrate, and with $y = 0 \text{ nm}$.

this directionality is an inherent property: it is embedded in the normal modes. For the system under consideration, modes are found which can have an efficiency of SPP excitation in one direction which is more than two orders of magnitude higher than in the opposite direction. Although a complicated excitation setup is needed to exclusively excite the mode with the highest directionality, it is shown that even with a local or plane wave excitation an efficient directional response with a contrast of one order of magnitude can be achieved. The asymmetric dimer above a metallic substrate is the simplest class of systems in which this effect inherently embedded. It will be present for an asymmetric chain of MNPs, independently of the chain length. The contrast is expected to be higher for larger systems, because the radiation transverse to the chain direction can be canceled by destructive interference, as is known for phased array and Yagi-Uda antennas [30,31,33]. Since the proposed mechanism is based on the interference between the direct interaction of the MNPs and the interaction via the substrate, the system can be tuned and optimized by varying the inter-particle spacing, the distance to the substrate, the type of material, and the shape of the particles. In addition, this method can be straightforwardly extended to the directional excitation of the guided modes of dielectric waveguides. We envision the proposed mechanism to be a very useful tool in the design of directional couplers and antennas in layered media.
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A. Non-orthogonal modes

In the presence of losses, the quasi-normal modes of the system will not be orthogonal in general. However, they do form a complete set and therefore, that they span the whole space. This implies that it is possible to write any dipole vector \( \mathbf{p} \) as a superposition of the normal modes, i.e.

\[
\mathbf{p} = a_1 \mathbf{v}_1 + a_2 \mathbf{v}_2,
\]

where \( \mathbf{v}_{1,2} \) are the normal modes, and \( a_{1,2} \) the corresponding coefficients. In order to find the coefficients for the situation when \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) are not orthogonal, but are linearly independent, one can construct a so-called bi-orthogonal system. This is a related system consisting of the non-orthogonal vectors \( \mathbf{v}^1 \) and \( \mathbf{v}^2 \) with the property that \( \mathbf{v}^i \mathbf{v}^j = \delta_{i,j} \), where \( \delta_{i,j} \) is the Kronecker delta. Such a system can easily be found by taking the inverse of the matrix of which the columns are the normal modes. The row vectors of the inverse will form a set which is orthogonal to the normal modes. Therefore, the coefficients \( a_i \) can be easily found by calculating \( \mathbf{v}^i \mathbf{p} \) and the dipole vector \( \mathbf{p} \) can be written as a superposition of the normal modes of the system.

B. Calculation of the Sommerfeld integrals for complex frequencies

The interaction via the metallic substrate can be calculated using the method proposed by Sommerfeld. This procedure has been studied and described extensively in the literature. A very clear derivation of all the relevant equations can be found in, e.g. \cite{58, 59}. The basic ingredient in the method is the so-called Sommerfeld identity,

\[
\frac{e^{ik_1R}}{R} = i \int_0^\infty dk_\rho \frac{k_\rho}{k_{1,z}} J_0(k_\rho \rho) e^{ik_1|z|}, \quad k_{1,z} = \sqrt{k_i^2 - k_\rho^2}. \tag{7}
\]

This states that one can write the spherical wave as a product of cylindrical waves in the \( \rho \) direction and plane waves in the \( z \) direction, summed over all in-plane wave numbers. In this equation \( R \) is the distance between the source and the point of measurement, \( \rho = (x^2 + y^2)^{1/2} \) the distance parallel to the substrate, \( k_i \) the wavevector in the medium, and \( k_\rho \) and \( k_{1,z} \) the wavevectors parallel and perpendicular to the substrate, respectively. Note that the effect of the substrate is not in the equation yet, it is only an expansion of the field in waves propagating parallel and perpendicular to the \( xy \)-plane.

Since only the plane waves will encounter the substrate, the influence of the substrate only has to be taken into account for those and has the well known form of the Fresnel reflection coefficients

\[
R^s = \frac{\mu_2 k_{1,z} - \mu_1 k_{2,z}}{\mu_2 k_{1,z} + \mu_1 k_{2,z}}, \quad R^p = \frac{\varepsilon_2 k_{1,z} - \varepsilon_1 k_{2,z}}{\varepsilon_2 k_{1,z} + \varepsilon_1 k_{2,z}}, \quad k_{1,z} = \sqrt{k_i^2 - k_\rho^2}, \tag{8}
\]

where \( \varepsilon_i \) and \( \mu_i \) are the permittivity and permeability of medium \( i \). Furthermore, \( k_i \) represents the wavevector in medium \( i \) and \( k_{1,z} \) is the wavevector normal to the interface pointing into medium \( i \). Now the Green’s tensor for the interaction with the substrate can be constructed by splitting Eq. (7) for \( s \) and \( p \) polarization and multiplying it with the corresponding reflection coefficient \cite{58}. As an example the \( zz \)-component of the tensor will be

\[
G_{zz}^{\text{eff}} = i \int_0^\infty \frac{k_\rho^3}{k_{1,z}^2} \left( \frac{\varepsilon_2 k_{1,z} - \varepsilon_1 k_{2,z}}{\varepsilon_2 k_{1,z} + \varepsilon_1 k_{2,z}} \right) e^{ik_{1,z}(z+h)} dk_\rho \tag{9}
\]

Taking a close look at Eq. (9), one notices that there are two double-valued functions present, \( k_{1,z} \) and \( k_{2,z} \). In order to ensure convergence, it is important that the proper Riemann sheet is
selected, i.e. \( \text{Im}[k_{i,z}] > 0 \). Both these functions give rise to a branch point at \( k_i \) and a corresponding branch cut. Furthermore, in the case of a metal substrate, the reflection coefficient \( r^p \) will have a singularity at \( k_\rho = \left( \epsilon_1 \epsilon_2 / (\epsilon_1 + \epsilon_2) \right)^{1/2} \), the surface plasmon polariton.

A very fast and stable method to numerically evaluate these type of integrals was proposed by Paulus et al. [60]. For real frequencies, both the branch points and the singularity will lie in the first quadrant, and, being functions of \( \omega \), their exact position will depend on \( \omega \). Close to these points the integrand will have rapid oscillations which make the numerical evaluation complicated. The proposed method is to deform the integration path into the fourth quadrant, staying away from the difficulties. This yields a rapid and accurate calculation of the field.

However, for complex frequencies, as we are dealing with in this study, the singularity and the branch points will move into the fourth quadrant and in order to achieve convergence, the integration path also has to be in this quadrant. Furthermore, the Bessel function grows rapidly when the path is deformed too far away from the real axis. For accurate and fast evaluation, the integration path has to be chosen very carefully for each frequency in such a manner that the branch cuts and the singularity are avoided, while not moving too far away from the real axis.

An example of an integration path is shown in Fig. 7. The branch cuts arise from the double-valued functions \( k_{i,z} \) for both media. The branch points corresponding to the glass medium, \( \pm k_1 \), are connected through \( \text{Re}[k_\rho] \to \infty \), and \( \pm k_2 \), i.e. the branch points corresponding to the silver substrate, are connected through \( \text{Im}[k_\rho] \to \infty \). The circle indicates the position of the singularity of \( r^p \), i.e. the SPP. The frequency considered here is \( \omega = 4 - 0.6i \).