A multivariate statistical model for emotion dynamics
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Abstract

In emotion dynamic research one distinguishes various elementary emotion dynamic features, which are studied using intensive longitudinal data. Typically, each emotion dynamic feature is quantified separately, which hampers the study of relationships between various features. Further, the length of the observed time series in emotion research is limited, and often suffers from a high percentage of missing values. In this paper we propose a vector autoregressive Bayesian dynamic model, that is useful for emotion dynamic research. The model encompasses six elementary properties of emotions, and can be applied with relatively short time series, including missing data. The individual elementary properties covered are: within person variability, innovation variability, inertia, granularity, cross-lag regression and average intensity. The model can be applied to both univariate and multivariate time series, allowing to model the relationships between emotions. One may include external variables and non-Gaussian observed data. We illustrate the usefulness of the model on data involving 50 participants self-reporting on their experience of three emotions across the period of one week using experience sampling.
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Emotions are an important part of our daily lives. The importance of emotions for our health and well-being is recognized more and more (Tugade, Fredrickson, & Feldman Barrett, 2004; Grühn, Lumley, Diehl, & Labouvie-Vief, 2013; Lewis, Haviland-Jones, & Feldman Barrett, 2008, Ch. 29). Unlike, perhaps, personality and values, emotions fluctuate across time, changing both within and between days under the influence of external events and internal regulation. As such, a central function of emotions is to alert us to important events and changes, and to motivate us to deal with them (Larsen, 2000; Frijda, 2007; Scherer, 2009; Kuppens & Verduyn, 2015). Understanding the dynamics of emotions is therefore important, not in the least because it provides a window on how emotions may become dysregulated, which is considered a central feature of several mental disorders (Houben, Van Den Noortgate, & Kuppens, 2015; Wichers, Wigman, & Myin-Germeys, 2015).

To study emotion dynamics, intensive longitudinal data are used, sampled sufficiently frequently to characterize the dynamics of interest (Hamaker, Ceulemans, Grasman, & Tuerlinckx, 2015). Technological advantages facilitate the collection of such data, both in an experimental setting in a lab and in daily life. In lab studies, for instance, video mediated recall and physiological recording can provide information on the dynamics of emotional episodes. In daily life, the widespread availability of mobile devices, first palmtops and now smartphones, enables researchers to collect multiple measurements per day in so-called ecological momentary assessment (EMA, also known as experience sampling) studies (Larson & Csikszentmihalyi, 1983; Shiffman, Stone, & Hufford, 2008; Bolger & Laurenceau, 2013; Bos, Schoevers, & Aan het Rot, 2015).
When intensive longitudinal data is gathered with a structure as complex as found in emotion data, the choice of a proper analysis is of paramount importance. This choice is far from straightforward, given the diversity of techniques available (Hamaker et al., 2015). The analysis typically focuses on identifying particular elementary features of emotion dynamics, with the aim to reveal distinct information on affective functioning and regulation (Kuppens & Verduyn, 2015). For instance, one may be interested in the level of variability emotions display within an individual, or in how different emotions covary across time. However, choosing a proper analysis is hampered by the fact that these elementary features can often be quantified in different ways. Further, the quantifications of these elementary features are typically considered separately. This implies that relationships between these features remain hidden.

To provide a good picture of emotion dynamics, we propose to use a single model of which most parameters have a clear interpretation in terms of a number of key features that are considered central to emotion dynamics. To this end, we propose to use Bayesian dynamic modelling (West & Harrison, 1997). The Bayesian Dynamic Model (BDM) we propose offers a representation of multivariate time series, and may be applied to multiple individuals. Furthermore, the BDM as proposed in this paper can be conveniently interpreted in terms of six important emotion dynamic features. This offers insight into the dynamics of single emotions, as well as the dynamics between multiple emotions within an individual. By applying the model to data from multiple individuals, one can achieve insight into interindividual differences in emotion dynamics. Using Bayesian estimation offers flexibility with regard to the distributions used in specifying the model.
Emotion Dynamic Features

The patterns and regularities of an individual’s experienced emotions across time can be captured by various elementary properties. We denote these elementary properties as emotion dynamic features (EDFs). There is a vast range of EDFs discussed in the literature (Houben et al., 2015; Kuppens & Verduyn, 2015; Grühn et al., 2013; Carstensen, Pasupathi, Mayr, & Nesselroade, 2000; Brose, de Roover, Ceulemans, & Kuppens, 2015). The taxonomy as discussed by Kuppens and Verduyn (2015) organizes these EDFs into four categories: emotional variability, emotional inertia, emotional cross-lag, and emotional granularity. If we complement these four with the average emotional intensity, we provide a fairly complete picture of an individual’s experience of emotions across time. Our aim is to propose a way to succinctly capture the EDFs from the five categories in a single model. In the following section, we discuss each category and how it is captured in our model.

Emotional variability. Emotional variability reflects to what extent the intensity of an emotion as experienced by an individual, varies across time. Emotional variability has been found to increase with increasing stress levels (Scott, Sliwinski, Mogle, & Almeida, 2014) and decrease with increasing age (Carstensen et al., 2000; Scott et al., 2014; Brose et al., 2015). High emotional variability has been linked with lower emotional well-being and higher prevalence and severity of mood disorders (Houben et al., 2015). To quantify emotional variability, the within person variance or standard deviation is typically used (Carstensen et al., 2000; Röcke, Li, & Smith, 2009; Grühn et al., 2013; Scott et al., 2014; Kuppens & Verduyn, 2015).

The within person variance can be seen as a global summary of the degree of emotional variability. This variability can be decomposed into various elements (Jahng, Wood, & Trull, 2008). In this context, it is useful to distinguish the predictable part from the
random part. The predictable part can be interpreted in terms of the emotional inertia and cross-lag, as will be discussed in the next paragraphs. The random part covers the instantaneous change, and consists of the innovation variance and the white noise variance. The innovation variance and the white noise variance express the sizes of the instantaneous changes at each measurement point. The key difference between the two is that the innovation variance captures the part of the change that is carried through to the next measurement point, while the white noise variance captures the part of the change that is not carried through to the next measurement point. Thus, a person showing a high white noise variance and low innovation variance is characterized by large variability at successive measurement points. Vice versa, a low noise variance with high innovation variance also indicates a large variability across the whole time span observed, but at a much slower rate, yielding much fewer oscillations in scores at successive measurement points.

As the global summary measure of within person variability, we will use the within person variance. Though our model includes both the innovation variance and white noise variance, we will only interpret the innovation variance, as a measure of innovation variability. We leave aside the white noise variance in our interpretation, because change due to white noise is typically attributed to measurement error.

*Emotional inertia.* Emotional inertia refers to the tendency of an emotion to carry over from one moment to the next, reflecting resistance to change (Cook et al., 1995; Suls, Green, & Hills, 1998; Kuppens, Allen, & Sheeber, 2010). High inertia has been linked to impaired emotion regulation (Kuppens, Allen, & Sheeber, 2010; Suls et al., 1998; Koval et al., 2015; Gross, 2015), inflexibility in adapting emotions (Kashdan & Rottenberg, 2010) and rumination (Koval, Kuppens, Allen, & Sheeber, 2012). Emotional inertia is generally
quantified as the autoregression between successive measurements of an emotion. Note that although the concept of inertia is linked to the autocorrelation, it is generally quantified as a (autoregressive) regression variable. Therefore, autoregression is the adequate name for this variable, although it has also been referred to as autocorrelation in literature (e.g., Kuppens, Allen, & Sheeber, 2010; Kuppens & Verduyn, 2015).

**Emotional cross-lag.** Emotions can be regulated through feedback-loops: the increase of one emotion may infer an increase or decrease in another emotion (Gross, 2015; Kuppens & Verduyn, 2015; Pe & Kuppens, 2012). Although few studies have yet been conducted on emotional cross-lag, it is an important part of emotion regulation (Gross, 2015; Kuppens & Verduyn, 2015). For example, it has been found to be increased in major depression patients in terms of higher levels of overall emotion network density (Pe et al., 2015). Emotional cross-lag is quantified via the cross-lag regression; the lagged regression between two emotions (Pe & Kuppens, 2012). Analogously to the term autoregression, it is sometimes called the cross-lag correlation (e.g., Kuppens and Verduyn, 2015), while the cross-lag regression is generally used to quantify the emotional cross-lag. When the cross-lag regression is positive, this is called augmentation: the experience of one emotion increases the strength of another emotion on a later time point. A negative cross-lag regression is called blunting: the experience of one emotion decreases the strength of another emotion on a later time point (Pe & Kuppens, 2012).

**Emotional granularity.** Emotional granularity refers to the ability of differentiating between different emotions and identifying emotions with specificity and precision. This is also known as emotional differentiation and is often measured in terms of emotional covariation (Feldman, 1995; Barrett, Gross, Christensen, & Benvenuto, 2001; Barrett & Gross, 2001; Kuppens & Verduyn, 2015). Higher emotional granularity is linked to increased
emotion regulation (Barrett et al., 2001) and different, more effective coping mechanisms (Tugade et al., 2004). Furthermore, higher emotional granularity is associated with lower levels of neuroticism (Carstensen et al., 2000), and lower incidence of social anxiety disorder (Kashdan & Farmer, 2014) and depression (Erbas, Ceulemans, Pe, Koval, & Kuppens, 2014).

Emotional granularity has been quantified in different ways. For example, the differentiation index equals the number of components found by a principal component analysis (PCA) on the covariances between emotions of a single individual (Grühn et al., 2013; Brose et al., 2015). Related to this is the concept of the unshared variance: the percentage of variance unexplained by the first component of such a PCA (Grühn et al., 2013). In practice, the choice between the differentiation index and the unshared variance is a pragmatic one. For a large number of emotions, the differentiation index appears to be more informative, and for a small number of emotions, the unshared variance. For these measures, higher scores indicate a higher granularity.

Other quantifications can be calculated directly from the observed data: the covariance between two emotions within a person (Grühn et al., 2013; Erbas et al., 2014), the correlation between two emotions (Barrett et al., 2001), and the intraclass correlation (ICC) between all emotions (Tugade et al., 2004; Erbas et al., 2014). A higher covariance, correlation and ICC indicate a lower level of differentiation between emotions, and thus a lower granularity. The correlation has the advantage of being standardized, allowing for a direct comparison between pairs of emotions both within and between individuals. However, a low within person variance reduces the size of the absolute correlation, which renders interpretation difficult. This issue is not encountered when using the covariance (Scott et al., 2014). As all named quantifications measure the covariation between
emotions, we do not need to include them all. In our model, the granularity will be quantified via the correlation. 

**Average emotional intensity.** The EDFs discussed thus far capture the dynamics of emotions over time. In addition, how strong an emotion is felt on average may also differ, both between emotions within an individual, and between individuals, and can provide important information on people’s emotional lives. The average emotional intensity for positive emotions is positively related to emotion regulation (Barrett et al., 2001), as well as with extraversion, agreeableness and conscientiousness, but negatively related with neuroticism (Carstensen et al., 2000). The average emotional intensity of negative emotions is higher for individuals with social anxiety disorder (Kashdan & Farmer, 2014) as well as for individuals with depression, high scores on neuroticism, and low scores on self-esteem (Erbas et al., 2014). To assess the average emotional intensity across time, we take into account the average intensity (Carstensen et al., 2000; Barrett et al., 2001), quantified as the mean score over time (Kashdan & Farmer, 2014; Erbas et al., 2014).

**This paper.** Each of these features provides unique information on how emotions (co)vary, carry over from one moment to the next, or mutually influence each other, and together they provide insight into many crucial aspects of emotional functioning and flexibility. As such, we propose a BDM that captures within person variability, innovation variability, inertia, cross-lag, granularity, and average intensity for multiple emotions and individuals in a single model. First, we will introduce the model and its possibilities. Then, we will present an empirical application of the model. We will conclude with a discussion on the model, its advantages and disadvantages, and recommendations for future research.
To combine the aforementioned concepts for multiple variables, we will use a Bayesian interpretation of a State Space Model, called the Bayesian Dynamic Model (BDM) (West & Harrison, 1997). We will use the BDM to estimate a vector autoregressive model, which can be rewritten into a State Space Model (Harvey, 1990; Durbin & Koopman, 2012).

The BDM has two equations: the observation equation and the system equation. For univariate data, the inclusion of so-called white noise in the observation equation improves estimation of the autoregression (Schuurman, Houtveen, & Hamaker, 2015). Following this, we include white noise in our multivariate BDM as well.

**Single individual.** For each individual, a separate model can be formulated. We model \( y_{i,t,n} \), the score on emotion \( i \) (\( i = 1,2,...,I \)), at time point \( t \) (\( t = 1,2,...,T_n \)), for individual \( n \) (\( n = 1,2,...,N \)). The first equation, the observation equation, links the observed score \( Y_{i,t,n} \) to the latent variable \( \theta_{i,t,n} \). The observation equation for the score vector \( y_{t,n} = [y_{1,t,n}, y_{2,t,n}, \ldots, y_{I,t,n}]' \) is as follows:

\[
y_{t,n} = \mu_n + \theta_{t,n} + \varepsilon_{t,n}, \quad \varepsilon_{t,n} \sim N(0, H_n),
\]

where \( \mu_n \) (\( I \times 1 \)) denotes the mean vector of the \( I \) emotions, \( \theta_{t,n} \) (\( I \times 1 \)) the latent variable vector, \( \varepsilon_{t,n} \) (\( I \times 1 \)) the white noise vector and \( H_n \) the covariance matrix of \( \varepsilon_{t,n} \).

As \( \varepsilon_{i,t,n} \) is assumed to be independent across emotions, \( H_n \) is a \( I \times I \) diagonal matrix with \( \sigma_{\varepsilon_{i,t,n}}^2 \) as diagonal elements.

The system equation models the autoregression and cross-lag regression and the innovation over time of the latent variable \( \theta_{t,n} \):

\[
\theta_{t,n} = \Phi_n \times \theta_{t-1,n} + \eta_{t,n}, \quad \eta_{t,n} \sim N(0, Q_n),
\]

where \( \Phi_n \) (\( I \times I \)) is the autoregression and cross-lag regression matrix, \( \eta_{t,n} \) (\( I \times 1 \)) is the innovation vector and \( Q_n \) (\( I \times I \)) the covariance matrix of the innovation. All error terms,
\( \eta_{t,n} \) and \( \epsilon_{t,n} \), are assumed to be mutually independent. The model includes one lag, meaning that the autoregression is with respect to the previous time point only, and this model is denoted as the VAR(1)-BDM. A graphical representation of the model can be seen in Figure 1.

We remark that \( \Sigma_n (I \times I) \) is the model implied variance-covariance matrix of the observed scores for individual \( n \), which is computed through

\[
\text{vec}(\Sigma_n) = (I - \Phi_n' \otimes \Phi_n')^{-1}\text{vec}(Q_n + H_n),
\]

where \( \text{vec}(\Sigma_n) \) is the vectorized version of \( \Sigma_n \) and \( \otimes \) denotes the Kronecker product. This is an adaptation of the Lyapunov equation used for the traditional vector autoregressive (VAR) model with only one error term, as discussed in Hamilton (1994, p. 265).

The VAR(1)-BDM includes dynamic parameters that are set to be constant across time. This implicit assumption seems most likely to be met when the dynamics of the individual under study do not change drastically (e.g., as a result of an intervention or life event) and the time interval between observations is roughly the same. A study using simulated data showed that the VAR(1)-model, and with that the VAR(1)-BDM, is very robust against violations of the assumption of equal interval width (Albers, in preparation). If time intervals would differ widely (e.g., ranging from one hour up to a week), one may use an adapted model that explicitly allows for non-equidistant time points (see Kuppens, Oravecz, and Tuerlinckx, 2010; Oravecz, Tuerlinckx, and Vandekerckhove, 2011).

VAR(1)-BDM modeling can be done also in the presence of incidental missing measurements. To this, a link function is used that links the observed \( y_{i,t,n} \) to a latent \( y_{i,t,n}^* \).

In the VAR(1)-BDM model, \( y_{i,t,n} = y_{i,t,n}^* \), because \( y_{i,t,n} \) and \( y_{i,t,n}^* \) are assumed to be equally distributed. At time points with missing data, the latent variable \( y_{i,t,n}^* \) is not linked to the observed variable \( y_{i,t,n} \). The price to be paid for the missingness is that the uncertainty
increases with more missing data points in a row, since the estimation cannot be checked against the observed data anymore. Further, the generalizability of the model to the ‘population of time points’ is assured only if the missing data are missing completely at random or missing at random (see e.g. Schafer & Graham, 2002).

The parameters of this statistical model are immediate translations of the EDFs, providing a direct link with emotion theory and application to empirical data. The linkage between each of the discussed EDFs and the model is summarized in Table 1. The within person variability for individual \( n \) and emotion \( i \) is expressed via \( \Sigma_{ii,n} \) and the innovation variability via \( Q_{ii,n} \). The autoregression for individual \( n \) and emotion \( i \) is \( \Phi_{ii,n} \), and the cross-lag regression is \( \Phi_{ij,n} \) for \( i \neq j \). The correlation, used for the granularity, is obtained via \( \Sigma_{ij,n} \) for \( i \neq j \). The average intensity for individual \( n \) on emotion \( i \) is the mean \( \mu_{i,n} \). Hence, the model enables the simultaneous study of all discussed emotion dynamics.

**Multiple individuals.** The model can be applied without any difficulty for multivariate data collected among multiple individuals. This can be done by estimating the model of each individual separately. This implies that no assumptions are made with regard to the sampling of the individuals.

As an alternative, one may assume that the individuals are drawn at random from a certain population. As such, the parameters of the individuals can be assumed to be drawn randomly from the population distribution of the parameter concerned. These assumptions may be expressed in the model via a level 2 model, for example by assuming, as is standard in multilevel modeling, that each \( \Phi_{ij,n} \) is drawn from a normal distribution: \( \Phi_{ij,n} \sim N(\Phi_{ij},\sigma_{\Phi_{ij}}) \) (Lodewyckx, Tuerlinckx, Kuppens, Allen, & Sheeber, 2011). The potential advantage is that the parameters can be estimated with more precision, provided that the
distributional assumptions on the individual parameters are met. In practice these assumptions may be too strict, yielding the first approach more attractive. Both approaches have a heavy computational burden, with second approach being even worse than the first, as modeling all individuals jointly takes more time per iteration and more iterations to reach convergence. This is why we decided upon the first approach in this paper.

When the dynamics of a large number of individuals are studied, it typically will be of interest to examine relations between the different individual parameters. As will be illustrated in our empirical example, this can be for instance done via a cluster analysis on the individual parameters.

Possible extensions of the VAR(1)-BDM model

The VAR(1)-BDM model as defined in Equations (1) and (2) offers a rather flexible model for stationary individual time series with about normally distributed fluctuations that are constant dynamics across time. If the nature of the data requires a more flexible approach, the model can be extended in various ways.

Time varying parameters. In the VAR(1)-BDM model, parameters are assumed to be equal over time, implying that the emotion dynamics are assumed to be constant across the time span measured. In case this assumption would be too rigid, alternative models are available. For example, in regime switching or threshold models, the autoregression may change as the state changes (Hamaker & Grasman, 2012; De Haan-Rietdijk, Gottman, Bergeman, & Hamaker, 2014). Such an extension would be useful for modelling significant personal changes, for instance as the consequence of clinical intervention. In time-varying autoregressive models, more gradual changes in parameters across time can occur.
(Bringmann, Hamaker, Vigo, Aubert, Borsboom, Tuerlinckx, 2016), reflecting that the dynamics of psychological processes are not stationary in the long run.

**Non-normal distributions.** The VAR(1)-BDM model can be extended to non-normal distributions in two ways. First, when the observations are assumed to be non-Gaussian realizations of an underlying Gaussian process, a link function can be used to transform the latent Gaussian scores into estimated observed non-Gaussian scores. Examples are a probit-link for ordinal data (Chaubert, Mortier, & Saint André, 2008), or the log-link for count data (assuming a Poisson distribution) (Terui, Ban, & Maki, 2010; Krone, Albers & Timmerman, 2016a). However, this adds more complexity to the model, requiring a larger sample size to estimate the model parameters with reasonable precision. Second, when the underlying process is assumed to be non-Gaussian, the distributions used in the model, for example the white noise and innovation distributions, can be adjusted accordingly (Durbin & Koopman, 2012; West & Harrison, 1997, Ch. 13, 14).

**More than a single lag.** The VAR(1) model includes an autoregression on the previous time point only. The model can be extended with autoregressive effects from earlier time points as well, yielding a VAR($p$) model, with $p$ the number of previous time points regressed upon. To detect such effects, one would need very intensively sampled data. Therefore we deem this extension to be of possible use to model for instance psychophysiological measures, but not for emotion ratings, as this implies a very heavy burden on respondents.

**External variables.** Research question often probe how dynamic features of emotions are related to, or a function of, other variables, such as experimental manipulation or individual differences reflecting personality or well-being. Due to the flexible nature of the model, external variables can be dealt with in two ways. First, the external variable can be included in the model as an active covariate. This can be done as a
direct effect, for example letting \( y_{t,n} \) being dependent on \( \mu_n, \Theta_{t,n} \) and a covariate, and as a
moderator effect, for example letting elements of \( \Phi_n \) be dependent on the level of a
covariate. Second, inactive covariates can be implemented post-hoc, by examining the
relation between any model parameter and an external variable after the model estimation.
This can be done, for instance, by using partial correlations or linear regression, thereby
accounting for confounding variables.

**Modeling empirical time series**

*Model estimation.* The VAR(1)-BDM is a Bayesian model that can be estimated using
Bayesian Markov Chain Monte Carlo (MCMC). To this end, we use Hamiltonian Monte
Carlo (HMC), a generalization of the Metropolis-Hastings algorithm (Metropolis,
Rosenbluth, Rosenbluth, Teller, & Teller, 1953; Hastings, 1970) that allows for an efficient
estimation of the parameters (Gelman et al., 2013). This is incorporated in the software
RStan (Stan Development Team, 2014; R Core Team, 2015). Example R-code and Stan-code
for the VAR(1)-BDM can be found in Appendices A and B, respectively.

In Bayesian modelling, prior distributions, quantifying the a priori degree of belief in
parameter values, have to be specified. In empirical situations where there is relevant
context information (such as results of a pilot study), this information can be incorporated
by specifying informative priors. Alternatively, one can aim for weak-informative priors, to
reduce the influence of the choice of priors on the estimates.

Estimating the model to empirical data may yield convergence problems. In general,
these problems may be due to the identifiability of the model and/or a lack of data. The
VAR(1)-BDM as expressed in Equations 1 and 2, is identified. Therefore, when estimation
issues arise with this model, this is due to a lack of data. It is impossible to offer a general
guideline on the minimal number of measurements required, because this would depend on the specific values of the population parameters and the required precision.

To check the convergence, two methods may be used: assessment of the potential scale reduction factor, $\hat{R}$, and visual inspection of the trace plots. The $\hat{R}$ shows the ratio of how much the estimation may change when the number of iterations is doubled, with an (ideal) value of 1 indicating that no change is expected (Gelman & Rubin, 1992; Stan Development Team, 2014). Trace plots show the MCMC estimates for each parameter at each iteration. If a parameter reaches convergence, the estimates over iterations are highly similar across chains. As a result, the trace plot will look like a fat caterpillar where all chains completely overlap, except at the fringe of the caterpillar (as shown in Figure 3).

**Model selection.** In modeling empirical emotion dynamics, one might ask whether to use the VAR(1)-BDM, or a constrained version thereof, or even a more extended model. As in any statistical model specification (see Snijders & Bosker, 1999, p. 91), the steering wheels for model selection are substantive and statistical considerations.

With respect to the substantive considerations, the core advantage of the VAR(1)-BDM to characterize changes in emotions over time, is that its parameters can be interpreted directly in terms of emotion dynamics features. Subject-matter related considerations may indicate the need for an extended model, as described above. For example, when the outcome variables pertain to counts, the assumption of a normal distribution would be too far off and a Poisson distribution would be a better choice.

With respect to the statistical considerations, it is useful to distinguish tests for individual parameters from measures of model fit. A test for an individual parameter can be used to assess the evidence for a particular value of a specific parameter. In this way, one could assess whether all parameters of the VAR(1)-BDM would be actually needed to
describe the time series of a single subject, or whether one could do with a constrained
version of the VAR(1)-BDM, for example by fixing an innovation term for a specific variable
at 0, or by setting the cross-lag between two specific emotions at 0.

Measures of model fit indicate the fit in a global way, instead of focusing on a single
parameter. As an absolute fit measure, we consider the predictive value of the model for
the next measurement, via the root mean squared error for emotion i of individual n
(RMSE\(_{i,n}\)), as

\[
\text{RMSE}_{i,n} = \sqrt{\frac{1}{T_n} \sum_{t=2}^{T_n} (y_{i,t,n} - \hat{y}_{i,(t-1),n})^2},
\]

(4)

with \(\hat{y}_{i,(t-1),n}\) the model predicted score at time point t, on the basis of the observed score
at time point t-1. An RMSE-value of 0 indicates perfect prediction, and larger values imply a
lower predictive value.

In case substantive considerations would yield various competing models (e.g.,
VAR(1)-BDM versus VAR(2)-BDM), information criteria such as the Bayesian information
criterion (BIC; Schwarz, 1978) or the Watanabe-Akaike information criterion (WAIC;
Watanabe, 2010) are of use. Such criteria add a penalty for model complexity to the model
fit (as expressed via minus two times the log likelihood of the model). A smaller BIC/WAIC
value points at better model, thus the model with the lowest BIC/WAIC is favored. Which
criterion to select is an ongoing debate between statisticians (Gelman, Hwang, Vehtari,
2014), but in practice the criteria usually point into the same direction.

**Empirical example**

In this paper, we re-analyse data described in Brans, Koval, Verduyn, Lim, and
Kuppens (2013) and Erbas et al. (2014). As part of a larger study, the emotions of 50
individuals were self-reported using experience sampling. The data collection process consisted of three parts. In a first lab session the participants signed an informed consent form and were handed out a palmtop which they would use to record their emotions, along with instructions for its use. Second, during at least seven days (extending to a maximum of 10 days for some participants), participants carried the palmtops and self-reported their emotions using the Experience Sampling Program (ESP) (Barrett & Barrett, 2000). The waking hours of the individuals on each day were divided into ten intervals. During each interval, at a random time point, the ESP would ask them to rate their emotions in terms of how angry, depressed and stressed, for example, they felt at that moment. This yielded observations at roughly similar time intervals. Each emotion was rated on a 6-point Likert scale, ranging from 0 to 5, with higher values indicating a stronger feeling of that emotion.

Finally, in a second lab session, the participants returned the palmtops and were each given AU$ 40,- for their participation.

**Sample data.** We selected the data on the three negative emotions ‘angry’, ‘depressed’ and ‘stressed’ for re-analysis. The number of time points observed of the 50 individuals ranged from 20 to 90, with incidental missing data. To illustrate the sample data, the observed scores of three individuals are depicted in Figure 2. As can be seen, the first individual shows missing data all through the sample, the second shows large patches of complete and missing data, and the third shows little missing data.

**Model specification.** To model the trivariate (i.e., of angry, depressed, stressed) time series of the 50 individuals we applied the VAR(1)-BDM, for each of the 50 individuals separately. This implies that there is no assumption with regard to the sampling of the individuals. In view of the limited length of the observed time series, we refrained from considering more complicated models (e.g., VAR(2)-BDM, or explicitly modeling the discrete
nature of the dependent variable), as this would involve even more parameters to estimate yielding unstable results.

The priors for the parameters were specified as follows. For the elements of $\Phi_n$, we used a symmetrized reference prior (Berger & Yang, 1994); for the scale parameter of $H_n$ a half-Cauchy$(0, 2.5)$ prior; for the correlation matrix of $H_n$ a Lewandowski-Kurowicka-Joe correlation prior (Lewandowski, Kurowicka, & Joe, 2009); for the diagonal elements of $Q_n$ a $\Gamma(3,3)$; and for $\mu_{i,n}$ a normal prior with mean 0 and variance 4.

Results

We start by presenting results concerning the estimation (i.e., convergence and computation time), and the absolute fit of the individual time series by as expressed via the RMSE. Then, we summarize the parameter estimates related to the emotion dynamic features across the 50 individuals.

Estimation: Convergence and computation time. In our analysis, we used four MCMC-chains of 30,000 iterations each. To check whether convergence was reached, we used the $R$ and the trace plots. All elements of the model parameters ($\Phi_n$, $Q_n$ and $\mu_n$) reached convergence for all individuals and emotions, with an $R$ below 1.02 for all estimated model parameters. One of the trace plots, representable for all relevant trace plots, is given in Figure 3 which, as can be seen, gives the expected fat caterpillar.

The total computation time (computer with 24 Intel Xeon 2.5 GHz cores) was 20.7 days, with a mean (SD) computation time per individual of 9.93 (4.70) hours. Note that parallel computing can be used in order to get the waiting time considerably smaller than the computing time.
The RMSE value had a mean (SD) across the 50 individuals of .20 (.21) for angry, .44 (.47) for depressed and .50 (.45) for stressed. Given that each of the emotions are rated on a 6-point Likert scale this indicates a reasonable absolute predictive fit of the models.

**Summary of emotion dynamic features.** The VAR(1)-BDM of the emotions angry, depressed and stressed of each individual involved 21 parameters of interest. For each of the 21 parameters of the 50 individuals, we computed the mean posterior parameter estimate, briefly denoted as parameter estimate in what follows. In Table 2 (columns 3, 4 and 5), the means, standard deviations and 95% confidence intervals of all parameter estimates across all individuals are presented. As can be seen, the standard deviations are rather large for all parameters, implying that there is a large variability in individual dynamics.

To achieve an insightful summary of the individual similarities and differences of emotion dynamic features, we performed a $K$-means cluster analysis (MacQueen, 1967) on the parameter estimates (in R, using 100 random starts), after scaling to ensure an equal weight of the variables to the cluster solution. As variables in the $K$-means analysis we included all parameters except for the within-person variability ($\Sigma_{ij,n}$), because of some outlying values (e.g., 7 values above 6). These outliers are likely due to instable model implied estimates. Based on a scree-plot of the total within-cluster sum of squares versus the number of clusters, we selected five clusters. The cluster size ranged from 9 to 12 individuals; for each cluster the mean parameter estimate and the within cluster standard deviation of each of the 21 parameters related to the emotion dynamic features are presented in Table 2 (columns 5 to 9); we ordered clusters 1 to 5 according to their average intensities (i.e., $\mu_{i,n}$) for angry, depressed and stressed, with clusters 1 and 2 showing low, clusters 3 and 4 medium, and cluster 5 high levels of intensity.
To depict the nature of the time series of the VAR(1)-BDM for each of the five clusters, we simulated time series, using the mean parameter estimates of that cluster as a parameter value of the simulated model. The simulated time series for 70 time points for each of the variables and clusters are depicted in Figure 4. The appearance of the time series differs between the series, but the nature of the differences in dynamics is, of course, expressed in more detail via the differences in the model parameters. Close inspection of Figure 4 reveals that the intensity increases from Cluster 1 to 5 (by definition, as we ordered them as such), and more importantly, that the short-term and long-term dynamics characterizing the clusters differ.

We will discuss the emotion dynamic features in the same order as in the introduction, i.e., the parameters related to the within person variability, innovation variability, inertia, cross-lag, granularity and intensity.

**Emotional variability** is quantified using the EDFs within person variability ($\Sigma_{ii,n}$) and innovation variability ($Q_{ii,n}$). As can be seen in Table 2, the mean within person variability and innovation variability differs substantially across emotions and clusters. The within person variability ($\Sigma_{ii,n}$), indicating the overall variability across all measurements, of angry is smallest, where depressed and stressed show roughly equal variability across clusters. In contrast, the computed innovation variability, expressing the amount of change that carries over to the next measurement, is about similar for angry and depressed in all clusters, and in cluster 3 substantially larger than in the other clusters.

To see to what extent within person variability and innovation variability would be related across all individuals, we computed Spearman’s rho between the within person variability ($\Sigma_{ii,n}$) and innovation variability ($Q_{ii,n}$), per emotion. The values were 0.80 for angry, 0.43 for depressed and 0.40 for stressed. This suggests that the individual differences
in dynamics for these three emotions are to some extent timescale-invariant, i.e., individuals with a high variability over the whole time period also show high variability between two time points. This has been found elsewhere as well (Kuppens, Oravecz, & Tuerlinckx, 2010). This effect is much larger for angry than for depressed and stressed. This indicates that short-term anger fluctuations are more informative for its long-term fluctuations as compared to those of depression and stress feelings, perhaps because the latter typically change more slowly (or last longer; Verduyn & Lavrijsen, 2015).

**Emotional inertia** is quantified using the autoregression. As can be seen in Table 2, the mean autoregression differs substantially across emotions and clusters. Generally, the mean values are positive, indicating that a relative highly scored emotion (relative in deviation from the overall mean of the time series for that individual) is followed by a relatively high scored emotion on the next measurement. The highest mean values are found for stressed for clusters 3 and 4 (about .50), suggesting a relative large stability of reported stress levels over time. Taken together, these results provide evidence that emotions are self-related over time. This is reflected in the literature. Indeed, most previous research has found that emotional states tend to be mildly or strongly predictive over time in daily life (e.g., Suls et al., 1998; Kuppens, Allen, & Sheeber, 2010; Koval et al., 2012). In exceptional cases (e.g., depressed in cluster 3), the autoregressive parameter is negative, indicating individuals whose emotions seem to contrast themselves from one moment to the next. An interesting avenue for future research would consist of understanding what contributes to such dynamic patterns in these individuals.

**Emotional cross-lag.** The impact of one emotion on another is measured through the cross-lag regressions. As can be seen in Table 2, the mean cross-lag regressions differ across emotions and clusters, including their directions (i.e., positive and negative). This suggests
The substantial individual differences that are found in the extent to which different emotions augment or blunt each other across time, are consistent with previous research (Pe & Kuppens, 2012). The effects seem largest in clusters 3 and 4, that have a medium intensity in emotion ratings.

A useful tool in interpreting the autoregression matrices – both the emotion inertia as the emotion cross-lag – is by network visualization (cf. Bringmann, Pe, Vissers, Ceulemans, Borsboom, Vanpaemel, Tuerlinckx, Kuppens, 2016, for an example from emotion psychology). Figure 5 displays the mean autoregressive relations across all 50 individual models: out of the three emotions, stress clearly has the strongest inertia. The strongest relation between emotions is a positive relation between stress and depressed: higher levels of stress precede higher levels of depression, on average. Lagged relations between angry and depressed are virtually absent.

Where Figure 5 displays the network for the average of the 50 participants, Figure 6 provides the network graph for each of the five clusters. This visualization demonstrates where the differences between the clusters are most prominent. Interestingly, even though the overall average network (Figure 5) only has positive connections, four out of five clusters display at least one negative relation, and thus instances where one emotion blunts the subsequent experience of another emotion. The first cluster can be classified as one where the ‘stressed → depressed’ relation is reciprocated by a ‘depressed → stressed’ relation. The second cluster mainly has stronger relations than the average individual. Cluster 3 can be typified as having negative outgoing relations from depression to all three emotions. Cluster 4, on the other hand, has negative outgoing relations from angry. Cluster 5 has strong auto-regressions but relatively small cross-regressions. Note that the first two clusters are closer
to the average cluster than the other three: The value of the distance metric $\sum_{i,j} |\Phi_{i,j} - \Phi_{i,j}|$, with $\Phi_c$ denoting the autoregression matrix for cluster $c$, and $\Phi$ the autoregression matrix of the average, is 0.62 for cluster 1, 0.78 for cluster 2, 1.38 for cluster 5, 1.87 for cluster 4, and 1.99 for cluster 3.

**Emotional granularity.** Granularity expresses the covariation between emotions and is quantified via the bivariate correlation between the different couples of emotions per individual. Here, higher values indicate a lower granularity. The correlations between the paired emotions are generally positive (see Table 2). Except for cluster 1, the correlations are moderate (mean .25 for angry, depressed in cluster 4) to strong (mean .70 for depressed, stressed in cluster 2). This strongly resonates with previous research showing generally positive relations between like-valenced emotional states across time within individuals (e.g., Vansteelandt, Van Mechelen, & Nezlek, 2005; Brose et al., 2015; Carstensen et al., 2000). The variation in correlations across individuals indicate individual differences in the level of emotion differentiation or granularity, thought to be indicative of differences in emotion regulation and functioning (e.g., Barrett et al., 2001; Erbas et al., 2014).

**Emotional Intensity,** quantified as $\mu_{i,n}$, appears to differ substantially across clusters (and thus individuals), but their order seems rather similar, with angry having the lowest intensity, and depressed and stressed about equal intensity. The intensity (see Table 2) is lowest for clusters 1 and 2, medium for clusters 3 and 4, and highest cluster 5.

In earlier studies, a higher average intensity over all emotions seemed related to a lower average correlation over all emotion pairs (Carstensen et al., 2000; Kashdan & Farmer, 2014; Erbas et al., 2014). This finding was not replicated in our sample, with Spearman’s rho
values between the average correlation over all emotion pairs and the intensity of .02 for
angry, .06 for depressed and .05 for stressed.

Discussion

In this paper we proposed to use a BDM to analyze intensive longitudinal data to
capture the patterns and regularities of an individual’s experience of emotions across time.
To accommodate for missing data, a link function was introduced, linking the observed to
the latent variable only when the data is indeed observed. With this VAR-BDM we analyzed
a data set consisting of three emotions for 50 individuals. Using cluster analysis we
subsequently constructed five clusters of typical emotion dynamics. Our data set consisted
of self-report data, but the VAR-BDM model is also applicable to behavioural and
physiological measures of emotions over time, as well as to data sets containing a mixture of
such variables.

The study of emotion dynamics and the relation between EDFs is an important topic in
psychological research. Most of the earlier studies regarding emotion dynamics have
computed summary statistics for several EDFs (e.g., Carstensen et al., 2000; Barrett et al.,
2001; Erbas et al., 2014; Scott et al., 2014). A complete model that encompasses all EDFs
capturing the essential dynamics of multivariate data and that can be applied to EMA data
with its inevitable limitations, was lacking so far. Models that do capture multiple EDFs at
once, often require rather large sample sizes of at least 100 time points without missing
values (e.g., Hamaker & Grasman, 2012; De Haan-Rietdijk et al., 2014). Another option,
which does deal with the small sample size, is the use of a multilevel model. However, these
models generally require a large number of individuals measured, and are based on
distributional assumptions on the individual parameters (e.g., Kuppens, Allen, & Sheeber,
2010; Lodewyckx et al., 2011; Bringmann et al., 2013, 2016). The multilevel VAR model of
Schuurman, Ferrer, de Boer-Sonnenschein, & Hamaker (2016) lacked an important element, namely the white noise. Further, they did not link the model elements to the EDFs as we did. The results found in our empirical study largely concur with the results in previous literature. With our model, we strive at aiding in the research on emotion dynamics, allowing for testing the proposed theories on empirical data. The theories on emotion dynamics are growing in number, but also in complexity (Gross, 2015; Kuppens & Verduyn, 2015). Due to the expansiveness of our model, it is possible to identify relations between emotions within individuals and between individuals, but also among EDFs, such as the relation between inertia and variability, or between EDFs and external variables, such as the relation between the average inertia and the level of mood disorder or other forms of psychopathology. Note that to quantify such relationships, a data set with a large number of individuals is needed. This allows for a more direct way to validating theories stating relations between EDFs. Further advantages of the model lies in its flexibility. The model, as shown in Equations 1 and 2, can be used with non-Gaussian data through the implementation of the link function or through adjustment of the distributions used. The link function also allows for data with missing values, without the need to adapt the model. Furthermore, the model can be used to implement external variables, both as active and inactive covariates. The final advantage lies in the wide range of data for which the model is applicable: one individual for which one emotion is measured, is enough for estimation. However, more individuals and emotions can be added. Although the expansiveness of the proposed model is an advantage, it also introduces issues with estimation. While the proposed VAR-BDM (Equations 1 and 2) can be estimated with relatively little data points, the estimated credible intervals, and thus the uncertainty,
is large for data sets with short time series. The estimation of the cross-lag regression carries another issue. In empirical data it may occur that the cross-lag regressions of the different variables are substantial. This introduces multicollinearity, which complicates estimation.

Further studies should focus on the estimation properties of the model. The conditions under which the model reaches convergence while estimating, are unknown, as are the conditions needed to estimate the parameters with reasonable precision. Factors which may be of influence on the estimation and convergence of the model are the number of time points, the number of emotions, the values in \( \Phi_n \) and the number and pattern of missing data in the data set. These same factors may influence the precision with which the parameters may be estimated.

The cluster analysis clearly shows the multidimensional nature of emotion dynamics. By focusing on a single (set of) variable(s) only, important distinctions would be missed. For instance, clusters 1 and 2 are both characterized by having low values for the emotional intensity, yet differ on inertia, emotional cross-lag and variability. Clusters 3, 4 and 5 have similar values on the white noise variance per emotion, yet are different on the other characteristics. This demonstrates the need for the multivariate model with the ingredients as employed in this paper.

A relevant future research question is how much measurements are needed to obtain accurate parameter estimates in the VAR(1)-BDM, given certain settings. Research on related models (Krone, Albers, & Timmerman, 2016b, 2017; Schuurman et al., 2015) suggest that at least 50-100 measurements are required to estimate the parameters of an individual accurately. However, in the present study we mainly focus on clusters of 9-12 individuals each. Parameter estimation for the clusters can draw power from all individuals, thus requiring fewer measurements per person for accurate estimates.
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<table>
<thead>
<tr>
<th>Concept</th>
<th>Quantification</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within person variability</td>
<td>Variance of $Y_{i,n}$</td>
<td>$\Sigma_{ii,n}$</td>
</tr>
<tr>
<td>Innovation variability</td>
<td>Innovation of $Y_{i,n}$</td>
<td>$Q_{ii,n}$</td>
</tr>
<tr>
<td>Inertia</td>
<td>Autoregression</td>
<td>$\Phi_{ii,n}$</td>
</tr>
<tr>
<td>Emotional cross-lag</td>
<td>Cross-lag regression</td>
<td>$\Phi_{ij,n}$</td>
</tr>
<tr>
<td>Granularity</td>
<td>Covariance of $y_{i,n}$</td>
<td>$\Sigma_{ij,n}$</td>
</tr>
<tr>
<td></td>
<td>Correlation of $y_{ij,n}$</td>
<td>$\text{Cor}(y_{ij,n})$</td>
</tr>
<tr>
<td>Intensity</td>
<td>Mean estimated score</td>
<td>$\mu_{i,n}$</td>
</tr>
</tbody>
</table>

Table 1  Quantification of emotion dynamics features for emotion $i$, in relation to emotion $j$ where applicable, in the notation of Equations 1, 2 and 3.
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Number of individuals</th>
<th>Mean (SD)</th>
<th>95%CI</th>
<th>Mean (SD)</th>
<th>Mean (SD)</th>
<th>Mean (SD)</th>
<th>Mean (SD)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within person variability $\Sigma_{ii,n}$</td>
<td>Angry</td>
<td>1.34 (2.58)</td>
<td>[0.61,2.07]</td>
<td>0.34 (0.43)</td>
<td>2.32 (5.05)</td>
<td>1.36 (1.15)</td>
<td>0.91 (0.57)</td>
<td>1.47 (0.92)</td>
</tr>
<tr>
<td></td>
<td>Depressed</td>
<td>2.05 (3.25)</td>
<td>[1.12,2.97]</td>
<td>1.02 (0.86)</td>
<td>3.41 (6.34)</td>
<td>1.81 (0.89)</td>
<td>2.06 (1.57)</td>
<td>1.53 (0.71)</td>
</tr>
<tr>
<td></td>
<td>Stressed</td>
<td>2.56 (4.33)</td>
<td>[1.33,3.79]</td>
<td>1.48 (1.36)</td>
<td>4.49 (8.44)</td>
<td>2.61 (0.86)</td>
<td>2.23 (2.14)</td>
<td>1.51 (0.85)</td>
</tr>
<tr>
<td>Innovation variability $Q_{ii,n}$</td>
<td>Angry</td>
<td>0.37 (0.27)</td>
<td>[0.29,0.45]</td>
<td>0.21 (0.26)</td>
<td>0.21 (0.13)</td>
<td>0.51 (0.28)</td>
<td>0.36 (0.23)</td>
<td>0.58 (0.24)</td>
</tr>
<tr>
<td></td>
<td>Depressed</td>
<td>0.37 (0.23)</td>
<td>[0.31,0.44]</td>
<td>0.27 (0.18)</td>
<td>0.19 (0.12)</td>
<td>0.53 (0.23)</td>
<td>0.38 (0.17)</td>
<td>0.52 (0.23)</td>
</tr>
<tr>
<td></td>
<td>Stressed</td>
<td>0.42 (0.22)</td>
<td>[0.35,0.48]</td>
<td>0.42 (0.21)</td>
<td>0.25 (0.13)</td>
<td>0.70 (0.19)</td>
<td>0.34 (0.13)</td>
<td>0.43 (0.19)</td>
</tr>
<tr>
<td>Inertia $\Phi_{ii,n}$</td>
<td>Angry</td>
<td>0.16 (0.30)</td>
<td>[0.07,0.24]</td>
<td>0.05 (0.13)</td>
<td>0.27 (0.32)</td>
<td>0.22 (0.26)</td>
<td>-0.08 (0.26)</td>
<td>0.29 (0.32)</td>
</tr>
<tr>
<td></td>
<td>Depressed</td>
<td>0.07 (0.29)</td>
<td>[-0.02,0.15]</td>
<td>0.15 (0.25)</td>
<td>0.17 (0.19)</td>
<td>-0.33 (0.24)</td>
<td>0.12 (0.26)</td>
<td>0.17 (0.23)</td>
</tr>
<tr>
<td></td>
<td>Stressed</td>
<td>0.25 (0.37)</td>
<td>[0.14,0.36]</td>
<td>0.15 (0.22)</td>
<td>0.27 (0.37)</td>
<td>0.51 (0.31)</td>
<td>0.50 (0.19)</td>
<td>-1.18 (0.29)</td>
</tr>
<tr>
<td>Emotional cross-lag $\Phi_{ij,n}$</td>
<td>$A_{t-1}$ on $D_t$</td>
<td>0.01 (0.24)</td>
<td>[-0.06,0.08]</td>
<td>0.02 (0.11)</td>
<td>0.06 (0.24)</td>
<td>-0.21 (0.25)</td>
<td>0.10 (0.08)</td>
<td>0.06 (0.31)</td>
</tr>
<tr>
<td></td>
<td>$A_{t-1}$ on $S_t$</td>
<td>0.10 (0.22)</td>
<td>[0.04,0.17]</td>
<td>0.03 (0.09)</td>
<td>0.08 (0.27)</td>
<td>0.17 (0.21)</td>
<td>0.25 (0.17)</td>
<td>-0.01 (0.23)</td>
</tr>
<tr>
<td></td>
<td>$D_{t-1}$ on $A_t$</td>
<td>0.04 (0.36)</td>
<td>[-0.06,0.14]</td>
<td>-0.05 (0.38)</td>
<td>0.27 (0.29)</td>
<td>0.26 (0.26)</td>
<td>-0.30 (0.24)</td>
<td>0.00 (0.30)</td>
</tr>
<tr>
<td></td>
<td>$D_{t-1}$ on $S_t$</td>
<td>0.19 (0.34)</td>
<td>[0.09,0.28]</td>
<td>0.13 (0.19)</td>
<td>0.16 (0.40)</td>
<td>0.32 (0.25)</td>
<td>0.49 (0.21)</td>
<td>-0.15 (0.23)</td>
</tr>
<tr>
<td></td>
<td>$S_{t-1}$ on $A_t$</td>
<td>0.12 (0.32)</td>
<td>[0.03,0.21]</td>
<td>0.11 (0.30)</td>
<td>0.29 (0.27)</td>
<td>0.33 (0.25)</td>
<td>-0.23 (0.26)</td>
<td>0.07 (0.26)</td>
</tr>
<tr>
<td></td>
<td>$S_{t-1}$ on $D_t$</td>
<td>0.08 (0.33)</td>
<td>[-0.01,0.18]</td>
<td>0.18 (0.26)</td>
<td>0.12 (0.28)</td>
<td>-0.34 (0.34)</td>
<td>0.19 (0.14)</td>
<td>0.21 (0.33)</td>
</tr>
<tr>
<td>Granularity Cor($y_{ij,n}$)</td>
<td>$A,D$</td>
<td>0.24 (0.24)</td>
<td>[0.17,0.31]</td>
<td>0.02 (0.10)</td>
<td>0.45 (0.23)</td>
<td>0.28 (0.26)</td>
<td>0.25 (0.18)</td>
<td>0.14 (0.19)</td>
</tr>
<tr>
<td></td>
<td>$A,S$</td>
<td>0.31 (0.23)</td>
<td>[0.25,0.38]</td>
<td>-0.03 (0.07)</td>
<td>0.47 (0.19)</td>
<td>0.35 (0.14)</td>
<td>0.38 (0.13)</td>
<td>0.34 (0.21)</td>
</tr>
<tr>
<td></td>
<td>$D,S$</td>
<td>0.52 (0.24)</td>
<td>[0.45,0.59]</td>
<td>0.37 (0.28)</td>
<td>0.70 (0.20)</td>
<td>0.46 (0.10)</td>
<td>0.58 (0.16)</td>
<td>0.44 (0.27)</td>
</tr>
<tr>
<td>Intensity $\mu_{i,n}$</td>
<td>$A$</td>
<td>1.47 (0.65)</td>
<td>[1.29,1.66]</td>
<td>1.12 (0.13)</td>
<td>1.09 (0.47)</td>
<td>1.45 (0.60)</td>
<td>1.64 (0.53)</td>
<td>2.09 (0.82)</td>
</tr>
<tr>
<td></td>
<td>$D$</td>
<td>2.06 (0.83)</td>
<td>[1.82,2.30]</td>
<td>1.33 (0.23)</td>
<td>1.51 (0.62)</td>
<td>2.24 (0.69)</td>
<td>2.27 (0.71)</td>
<td>3.01 (0.58)</td>
</tr>
<tr>
<td></td>
<td>$S$</td>
<td>2.09 (0.85)</td>
<td>[1.85,2.33]</td>
<td>1.45 (0.26)</td>
<td>1.45 (0.67)</td>
<td>2.29 (0.41)</td>
<td>2.39 (0.82)</td>
<td>2.95 (0.76)</td>
</tr>
</tbody>
</table>

Table 2. Mean parameter estimates per EDF, across all individuals ($N = 50$) and for each of the 5 clusters, resulting from the $K$-means analysis. $A$, $D$, and $S$ stand for Angry, Depressed, and Stressed, respectively.
Figure 1. Schematic representation of the model as expressed in Equations 1 and 2 for a single individual and $i = 2$ emotions. As the focus lies on a single individual, all variables would have ‘n’ in their subscript. For clarity, this is omitted. We use standard notation for referring to elements of vectors and matrices. For instance, $\theta_{1,t-1}$ represents the first element of the vector $\theta_{t-1}$. 
Figure 2. Observed time series for three of the individuals.
Figure 3. Trace plot of $Q_{11,1}$ as estimated in the empirical data, using six chains and 10,000 iterations (5,000 warm-up).
Figure 4. Typical time series for the emotions angry, depressed and stressed (in rows), for each of the 5 clusters (in columns) of the K-means analysis, using the parameter means per cluster as parameters of the VAR(1)-BDM.

$\mu$ indicates intensity, $\phi$ autoregression, $q$ innovation variance, $h$ white noise variance; Size of parameter (relative to other variables and clusters) is classified as Low (L), Medium (M), High (H).
Figure 5. Network visualization of the auto- and cross-regressive effects for the average of the 50 individuals. A, D, and S stand for Angry, Depressed and Stressed, respectively. The thickness of the arrows is proportional to the size of the effect. The thickness of the curves is proportional to the value. Visualization constructed using the R-package qgraph (Epskamp, Cramer, Waldorp, Schittmann, Borsboom, 2012).
Figure 6. Network visualization (constructed using the qgraph package) for each of the five clusters. Top-row: visualization of the $\Phi$-matrix per cluster; bottom-row: visualization of the deviation of $\Phi_c$ ($c = 1, \ldots, 5$) from the overall average of $\Phi$. A, D, and S stand for Angry, Depressed and Stressed, respectively. Green arrows indicate positive relations, red negative ones. Thickness of arrows is proportional to size of effects.
require(rstan)
## take note: need to install Rtools first (see http://mc-stan.org/)
rtan_options(auto_write=TRUE)
options(mc.cores = 5)

# create data
data <- list()
data$N <- 1 # subjects
data$T <- 20 # maximum time points
data$T <- 2 # number of emotions
data$T_N <- array(data=20, dim=1) # time points per individual
# Missing value indicator
data$M <- array(data=c(1,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,1,0,
                      1,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,1,0),
                      dim=c(N,T,1))
# Observed scores
data$Y <- array(data=c(1,3,2,5,3,5,4,3,1,1,2,6,5,5,4,1,6,1,1,1,1,1,2,3,3,2,1,1,1,5,6,3,5,2,
                      4,1,5),
                      dim=c(N,T,1))

# call model file from working directory
Mod <- stan_model(file="Stancode_full_model.stan")

# sample model
fit <- sampling(
  Mod,
  data = data # The data list
  , iter = 300 # This number should be large enough to reach convergence (i.e., 20,000 or such)
  , chains = 3 # number of MCMC chains
  , verbose = F
  , refresh = 300 # update on every 300 iterations
  , seed = 2016 # seed to replicate
)
data{
  int <lower=2> T;  // maximum length of series across all individuals
  int <lower=1> I;  // number of emotions
  int <lower=1> N;  // number of individuals
  matrix [T, I] Y [N];  // observed scores in N matrices of T*I
  int M[N, T, I];  // m==1 if missing, m==0 is non-missing
  int T_N[N];  // length of individual time series
}

parameters{
  matrix <lower=-1, upper=1> [I, I] phi [N];  // cross-lag matrix, values restricted to (-1, 1)
  corr_matrix[I] omega [N];  // correlation matrix Q
  vector<lower=0>[I] tau [N];  // scale matrix Q
  row_vector [I] mu [N];  // mean vector
  matrix [T, I] Z [N];  // latent scores y'
  matrix <upper=0> [I, I] X [N];  // constant for prior of phi
  vector<lower=0>[I] lambda [N];  // vector matrix Q
}

transformed parameters{
  matrix [I, I] H[N];  // covariance matrix of white noise
  matrix[I, I] Q[N];  // covariance matrix of innovation
  for (n in 1:N){
    // quad_form=diag(tau)*omega*diag(tau)', diag(tau) is a diagonal matrix of vector tau
    H[n] <- quad_form_diag(omega[n], tau[n]);
    Q[n] <- diag_matrix(lambda[n]);
  }
}

model{
  for (n in 1:N){
    for (t in 2:T_N[n]){  // system equation: estimate latent score theta
      Z[n, t-1] ~ multi_normal(Z[n, t-1]*phi[n], Q[n]);
      // link to vector Y_t of individual n if Y is observed for all emotions:
      if (sum(M[n, t])==0){  // observation equation: estimate y (identity link function omitted)
        Y[n, t] ~ multi_normal(mu[n]+Z[n, t], H[n]);
      }
    }
  }
  # prior
  for (n in 1:N){
    mu[n] ~ normal(0, 2);
    tau[n] ~ cauchy(0, 2.5);
    omega[n] ~ lkj_corr(2);
    lambda[n] ~ gamma(3, 3);
    for (i in 1:I){
      for (j in 1:I){
        // symmetrized reference prior for phi
        increment_log_prob(X[n, i, j] = log(1-(phi[n, i, j]*phi[n, i, j])/2));
      }
    }
  }
}