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SUMMARIZING DISCUSSION AND FUTURE PERSPECTIVES
Dengue virus (DENV) causes the most common arthropod-borne viral disease in humans, with an estimated number of cases of 390 million per year. Approximately one-quarter of the infected individuals develop symptoms ranging from mild-febrile illness to hemorrhages and potentially fatal hypotensive shock\(^1\). Four DENV serotypes have been described and all of them can cause disease. Importantly, individuals experiencing a secondary infection with a heterologous DENV serotype are at higher risk for the development of severe disease\(^2\). The increased hyperendemicity observed in many regions in the last years will therefore probably result in an increment of the number of severe cases\(^3,4\).

The complex pathogenesis of severe disease hampered the design of vaccines for several decades until, at the end of the year 2015, the first dengue vaccine became commercially available\(^5\). This vaccine is currently licensed in 11 endemic countries though some concerns regarding the efficacy and safety remain\(^6-8\). Furthermore, specific antiviral therapies are not available against DENV. Treatment of severe cases depend on supportive care in medical facilities, which can represent an economic hurdle in many DENV-endemic countries\(^9\).

Because the disease and socio-economic burden of dengue is very high and likely to increase, it is imperative to continue the search for better vaccines and specific antivirals. This can only be accomplished inasmuch as we fully comprehend the cellular and molecular mechanisms that lead to disease. Therefore, unraveling the intricate network of interactions between DENV and its human host cells is of outmost importance. Understanding the mechanisms by which DENV hijacks host cell factors and how different cell targets respond to infection, will provide cues for the development of effective therapeutics.

The work presented in this thesis provides insight into the virus-host interactions that occur during infection. Emphasis was on the role of different target cells in viral infection, the molecular mechanisms involved in antibody dependent enhancement of infection, the contribution of microRNAs to promote/restrict infection and the molecular mechanism of virus-induced cellular stress. In addition, we explored the antiviral potential of tomatidine towards dengue virus. The results of my thesis are summarized in Fig. 1 and they will be discussed under the umbrella of four main topics which continue to be of great interest in the field of DENV research:

I) Contribution of macrophages to primary and secondary dengue virus infections
II) Mammalian miRNAs during viral infection: fulfilling the expectations?
III) Viral strategies aimed at the control of cellular stress responses
IV) Antivirals towards DENV: can we find the perfect drug?
**FIGURE 1 | Summary of the main results obtained in this thesis.** (A) It was shown in chapter 3 that mosquito-derived DENV is able to infect mature dendritic cells (mDCs), immature DCs (iDCs) and macrophages (MΦ). iDCs produce high amounts of virus but of lower quality when compared to mDC-derived DENV and MΦ-derived DENV. Furthermore, iDC-derived DENV is not able to re-infect iDCs. In contrast, MΦ-derived DENV is able to re-infect both iDCs and MΦs. (B) Upon challenge with DENV, the expression of miR-3960, miR-4508, miR-4301 and miR-181a is increased in infected MΦs. In the fraction of cells that remain refractory to the infection despite being exposed to the virus, the expression of miR-3614-5p is increased (chapter 5). (C) i) The results presented in chapter 4 indicate that neither binding nor fusion is altered by the presence of anti-DENV antibodies. On the other hand, more cells positive for fusion and more fusion events per cell are observed in cells infected with opsonized DENV. This increase in fusion activity is coupled with lower interferon responses which allow for higher viral replication. ii) In chapter 5 we show that miR-3614-5p reduces DENV infectivity. ADAR1 was found as one of the targets of miR-3614-5p. Whether the targeting of ADAR1 by miR-3614-5p is the direct cause of the antiviral effect of the miRNA remains to be studied. Furthermore, in chapter 5, we also show that DENV infection induces ADAR1 expression which is beneficial for DENV replication at early stages of infection. iii) In chapter 6, we described that tomatidine is antiviral towards DENV. Our results suggest that this compound acts predominantly at late stages post-infection, before the secretion of viral particles. Nevertheless, the mechanism by which tomatidine inhibits DENV infection is still unknown. iv) In chapter 6 it was also observed that DENV infection increases the expression of ATF4. In chapter 7, we report that the induction of ATF4 is independent of eIF2α phosphorylation and stress granule (SG) formation, as DENV actively inhibits these processes. The pathway induced by DENV that leads to higher ATF4 levels and the consequences of such increase continue to be investigated.
Contribution of macrophages to primary and secondary dengue virus infections

The complexity of DENV infection in humans and the absence of a suitable animal model to study it, has hindered the development of specific antiviral therapies and safe/effective vaccines. Most of our understanding of dengue pathogenesis comes from studies conducted in cells lines. Moreover, a number of studies have used primary human target cells for their studies, such as monocytes, macrophages and dendritic cells (DCs)\textsuperscript{10–13}. These cells are important during DENV infection because, upon the mosquito bite, they are the first targets of DENV\textsuperscript{14–17}. Furthermore, DCs, monocytes and macrophages are thought to produce high numbers of progeny virions thereby contributing significantly to the high viral loads characteristic of the acute phase of the infection. A high viral load early in infection is, in turn, associated with an increased chance to develop of severe disease\textsuperscript{17–19}. However, a direct comparison between the infectious properties of DENV in primary cells derived from the same donor is lacking. Due to the inherent differences between blood donors it remains unclear which cells contribute the most to DENV viremia, dissemination and antibody-dependent enhancement during natural infection.

In chapter 3, we studied the contribution of macrophages and DCs to DENV infection by performing side-by-side comparisons between these cells derived from the same blood donor. Initially, monocytes were also included in our study given their importance in DENV infection, yet, the rapid and high mortality rates that we observed in DENV-infected monocytes impeded us to include these cells in our studies. The results show that mosquito cell-derived DENV is more infectious in immature DCs (iDCs) than in mature DCs (mDCs) and macrophages as demonstrated by the higher percentages of infection at MOI 1. In addition, and in line with previous studies\textsuperscript{20}, iDCs produce more progeny DENV particles. However, iDC-virus progeny was found to be 10-100 times less infectious when compared to virus derived from mDCs and macrophages. Thus, although iDCs produce more virus, the overall quality of iDC-derived DENV progeny is lower. Furthermore, our results also indicate that iDCs are not susceptible to iDC-derived DENV, whereas macrophage-derived DENV is able to infect both, iDCs and macrophages. Collectively, the above observations suggest that during primary infection, iDCs are likely the first target cell of DENV whereas macrophages and mDCs contribute to sustain subsequent rounds of infection and spread of the infection.

An explanation for the low infectivity of iDC-derived DENV remains elusive. The presence of defective interfering particles has been observed in the sera from dengue patients\textsuperscript{21,22}. Defective interfering particles have deletions within the viral genome; thus, these particles are not infectious because they lack a coding region that is...
important for infection. However, defective interfering particles are still phagocytized by antigen-presenting cells, thereby amplifying the number of activated cells that can prime adaptive immunity without the risk of spreading infection. Therefore, it is tempting to speculate that iDCs secrete large numbers of non-infectious particles to facilitate priming of the adaptive immunity and thus actively help to clear the infection. Similar observations have been made for vesicular stomatitis virus\textsuperscript{23,24} and future studies should address whether this hypothesis also holds true for DENV.

During secondary infection with a heterologous serotype, the presence of cross-reactive non-neutralizing antibodies has been shown to enhance DENV infectivity on Fc-receptor expressing cells, a phenomenon referred to as antibody-dependent enhancement (ADE). ADE has been associated with increased infection of host cells and a higher production of virus particles per infected cell. In vitro studies revealed that the extent of ADE is dependent on the antibody characteristics (concentration, avidity and the viral epitope targeted) and the susceptibility of the Fc-receptor-expressing cell in absence of antibodies\textsuperscript{20,25,26}. For example, iDCs do not support ADE and the authors describe that the high expression levels of the DENV-receptor DC-SIGN in iDCs negatively correlates with the enhancement of infection through Fc receptors\textsuperscript{26}. Indeed, previous studies from our group confirm that iDCs do not support ADE\textsuperscript{27}. In chapter 3 it was found that macrophages and mDCs do elicit ADE, albeit the power of enhancement is higher in macrophages. Importantly, ADE in macrophages was observed at high serum concentrations whereas peak enhancement for mDC was observed at extremely low serum concentrations. Therefore, we hypothesize that macrophages are particularly important during the acute phase of secondary infections as a high antibody concentration is rapidly reached in these cases\textsuperscript{28}. At these conditions, ADE in mDCs is most likely suppressed due to high antibody concentrations. Furthermore, macrophage-derived DENV is more prone to be enhanced than iDC-derived DENV. Thus, our results suggest that macrophages are the main contributors to the increased viral burden observed during re-infection with heterologous DENV serotypes. The susceptibility and contribution of monocytes during primary and secondary DENV infection remains to be elucidated.

So far our results indicate that macrophages play an important role during primary and secondary DENV infections. During primary infection, macrophages are less susceptible to DENV compared to iDCs, yet the virus produced is more infectious and is able to re-infect macrophages and iDCs. During heterologous secondary infection, i.e. in the presence of non-neutralizing antibodies, the infectivity of mosquito-derived DENV is enhanced in macrophages and macrophage-derived DENV is prone to cause enhancement in cell types that support ADE. Thus, in \textbf{chapter 4}, we aimed to better understand the response of macrophages to DENV infection and the molecular mechanisms behind ADE.
The dogma is that the increased number of infected cells during ADE is due to increased DENV cell binding and entry (extrinsic ADE)\textsuperscript{29–31}. Furthermore, activation of the Fc receptor has been associated with an induction of a immunosuppressive state which allows higher virus particle production per infected cell (intrinsic ADE)\textsuperscript{32,33}. Our initial results suggested that both extrinsic and intrinsic ADE might occur in primary macrophages because, at peak-enhancement, the number of infected cells increased 2-fold, whereas virus particle production increased 7-fold. However, during ADE conditions, we did not observe increased virus binding nor enhanced virus cell entry. Also, no enhancement of virus-cell binding was observed in monocyte/macrophage-like THP-1 cells\textsuperscript{32}. Intriguingly, however, our group did observe enhancement of virus-cell binding in the murine macrophage-like cell line P388D1\textsuperscript{34}. Thus, the mechanism by which antibodies lead to higher percentage of infection is cell type specific. We hypothesize that this may be related to the extent of virus binding in the absence of antibodies, in a similar way to that has been described for iDCs\textsuperscript{26}. In such case, it is likely that in human macrophages, the interaction of DENV with its native receptors is as effective as the interaction of immune complexes (DENV-antibody) with Fc-receptors thereby less robust ADE is seen.

Then, why do we observe a higher percentage of infection in primary macrophages? This can be explained by the observed enhancement of membrane fusion. Our results show 65\% more fusion events per cell and 40\% more cells positive for fusion. Furthermore, although the increase in fusion activity was variable between donors, on a per donor basis, the enhancement of membrane fusion correlated with the increased production of DENV particles. Therefore, the increased fusion during ADE conditions most likely leads to the increased number of infected cells during ADE. Why enhanced fusion is seen remains to be investigated. Our group recently found that DENV cell entry into murine P388D1 macrophages in the presence of antibodies occurs via a phagocytosis-like pathway, whereas in the absence of antibodies entry is mediated by a clathrin-mediated endocytosis-like pathway\textsuperscript{34}. Furthermore, DENV-immune complexes were found to fuse faster than non-opsonized DENV\textsuperscript{34}. This shows that the receptor dictates the route of cell entry used by the virus. In other words, entry via a different receptor may deliver the particles to a different endocytic pathway whose environment is more favorable for fusion\textsuperscript{35}. The observed increase in the fusion events per cell favors this hypothesis. Nevertheless, due to the differences earlier described between P388D1 cells and human macrophages regarding the enhancement of binding, this premise requires caution and further investigation.

I have stated above that our results suggested the existence of extrinsic and intrinsic ADE because we did not observe a linear correlation between the increased number of infected cells and the increased number of produced virus particles. Nevertheless, our data contradict the basic argument of the intrinsic ADE theory.
Earlier studies suggest that higher virus particle production per infected cell is due to an immunosuppressive state induced by the activation of Fc-receptors\textsuperscript{33,36}. Our transcriptome analysis, however, shows that ADE does not lead to the establishment of an immunosuppressive state, neither at early nor at late stages of infection (2 vs 24 hours post infection (hpi)). Furthermore, treatment with IFN-α at early stages of infection resulted in the inhibition of DENV infection, regardless of the presence of antibodies. Consequently, the antibody-Fc-receptor interaction is not able to antagonize the immune responses elicited by IFN-α at the beginning of the infection. Likewise, other reports have also shown that treatment with IFN inhibits antibody-mediated infection of primary monocytes and monocyte-like cell lines\textsuperscript{37,38}. Altogether, these data disprove the immunosuppressive action of antibodies and the current explanation of intrinsic ADE.

A possible explanation for the higher production of infectious particles in comparison to the extent of fusion during ADE conditions may come from the differential expression of IFN-stimulated genes. DENV is sensitive to IFN-mediated antiviral effects early in infection, but as the infection progresses the effect of IFN becomes limited. Indeed, several non-structural proteins have been described to hijack the production and cascade signaling of IFN\textsuperscript{39–41}. Our results show that an antiviral state is triggered in all infection conditions (MOI 1, MOI 1-ADE and high MOI), yet, more IFN-related genes were induced at high MOI. At high MOI we observed more fusion, yet lower viral replication compared to MOI 1-ADE. We hypothesize that, the enhanced IFN activity triggered at high MOI leads to a lower replication efficiency of fused particles.

**Final remarks: the snowball effect of ADE of infection**

Collectively, our results indicate that antibodies enhance DENV infection of human macrophages by increasing the total extent of membrane fusion and the number of fusion events per cell. The increased number of particles fused per cell results in a higher number of genome molecules delivered into the cytoplasm and consequently, higher replication. This, next to the lower activation of the IFN-responses early in infection by DENV-immune complexes, have great consequences on viral output. Thus, the process of ADE of infection as a whole can be seen as the result of the *snowball effect*. An initial moderate effect in fusion translates into more efficient DENV replication thereby increasing the virus burden.

Our results suggest that, contrary to what has been observed in murine macrophages, in human primary macrophages antibodies do not enhance DENV- binding and entry. We postulate these results might be linked to the expression of the mannoser receptor (CD206) on macrophages (Chapter 3). Because CD206 is a well-recognized DENV
receptor$^{42}$, it is likely that the expression of CD206 inversely correlates with ADE, in a similar manner as the expression of DC-SIGN in iDCs has been negatively correlated with enhancement of infection$^{26,27}$. Furthermore, a detailed characterization of the routes employed by opsonized DENV virus will probably help to clarify whether specific differences, e.g., lipid composition and pH of the trafficking vesicles, correlate with the extent of fusion. Lastly, a deeper understanding of the mechanisms of IFN evasion/inhibition by DENV and how these differ in the presence of antibodies, will help to reveal approaches to bust the antiviral effect of the innate immunity without exacerbating cytokine responses. Importantly, the mechanism of ADE in human primary cells is different from that observed in cell lines, highlighting the importance of selecting relevant cell types when studying the pathogenesis of complex diseases such as dengue.

**Mammalian miRNAs during viral infection: fulfilling the expectations?**

The concept of RNA interference (RNAi), originally introduced by Fire et al. in 1998$^{43}$, refers to sequence-specific gene silencing induced by the presence of foreign double stranded RNAs (dsRNAs). RNAi-dependent silencing is facilitated by small RNA molecules (~22 nt) among them microRNAs (miRNAs) and small interfering RNAs (siRNAs). miRNAs and siRNAs differ in origin (Chapter 2, Fig. 2). MiRNAs are encoded in the genome of all metazoan species whereas siRNAs are derived from dsRNA molecules generated by replicating viruses and integrated transposons.

MiRNA biogenesis begins with the transcription of long RNA molecules that fold in stem-loop structures known as primary miRNAs (pri-miRNAs)$^{44}$. Pri-miRNAs are cleaved by the nuclear RNase Drosha, resulting in a precursor miRNA (pre-miRNA) hairpin of about 60-70 n$^{45}$. Thereafter, pre-miRNAs are exported to the cytoplasm in an Ran-GTPase-dependent manner by the nuclear transport receptor exportin-5$^{46}$. The dsRNA structure of the pre-miRNA is recognized by the RNase Dicer and its activity leads to the generation of short miRNA duplexes$^{47}$. These duplexes are loaded into the RNA-induced silencing complex (RISC), whose core components are the Argonaute (Ago) proteins. Ago mediates the recognition of complementary mRNA transcripts, which are not 100% complementary to the miRNA molecule. Thus, their binding results in translational repression and/or mRNA decay$^{48}$. On the other hand, siRNAs are generated by the presence of foreign dsRNA molecules in the cytoplasm, where they are also recognized by Dicer. Dicer processing leads to the formation of siRNA duplexes that mediate target recognition through RISC. siRNAs target the same sequence from which they were generated. Due to the 100% complementarity, siRNA-mediated silencing is associated with the degradation of the target sequence$^{49}$. 
RNAi is a conserved mechanism among eukaryotes and is believed to have evolved as a defense mechanism against invasion by mobile genetic elements, such as viruses, transposons, and possibly other types of highly repetitive genomic sequences\textsuperscript{50}. Thus, RNAi is central to the innate immune response. In fact, RNAi is considered as the main antiviral response in nematodes, insects and plants as indicated by three pieces of evidence. First, during infection, viral genomic dsRNA or dsRNA intermediates (present during infection with all RNA viruses) are processed by the host RNAi pathway to generate hundreds of virus-derived siRNAs, known as viRNAs. viRNAs target the viral genome, to which they are completely complementary, resulting in its degradation. Second, as evidence of an evolutionary race to defend from RNAi, many plant and insect viruses encode RNA silencing suppressors (RSSs). RSSs are diverse in structure and mode of action thereby inhibiting the RNAi signaling cascade at various stages. Lastly, loss-of-function mutations in key components of the RNAi, e.g. Dicer, results in increased infection due to impairment of the antiviral function\textsuperscript{51–54}.

Due to the presence of the RNAi components in vertebrates, it was anticipated that an RNA-mediated defense mechanism against mammalian viruses would also exist. Thus, extensive effort has been made to try to demonstrate antiviral RNAi responses in mammalian cells. However, the naturally occurring antiviral activity of RNAi in mammalian cells remains controversial. In mammals, foreign dsRNA molecules induce a potent protein-based antiviral immunity orchestrated by type I interferons (IFN)\textsuperscript{55–58}. The IFN response results in the activation of several effector mechanisms that induce global inhibition of mRNA translation and mRNA decay, among others. Thus, the detection of a specific antiviral response mediated by RNAi is masked by the nonspecific IFN response induced by the same long dsRNA molecules\textsuperscript{59}. In recent years, researchers have postulated that RNAi is not part of the antiviral arsenal of mammalian cells based on three main points; 1) deep sequencing of small RNA populations in somatic mammalian cells infected with a variety of RNA viruses, including dengue virus (DENV), West Nile virus (WNV), influenza and vesicular stomatitis virus failed to detect viRNAs or detected them at exceptionally low levels\textsuperscript{60–64}. 2) viruses replicate to a similar extent in Dicer wild type and Dicer knockout cells\textsuperscript{60,65} and 3) in some mammalian cells the activation of the IFN pathway leads to a reduction in RNAi activity due to the inactivation of RISC\textsuperscript{66}.

For DENV, I also question the existence of viral siRNAs in mammalian cells as we did not observe these molecules in our deep-sequencing approach (unpublished results). However, increasing evidence suggests that miRNAs can contribute to the outcome of virus-infected mammalian cells thereby having both antiviral and pro-viral effects. miRNA-mediated regulation occurs either by sequence-specific binding of miRNAs to viral genomes or by modulation of the host proteome\textsuperscript{67}. Binding of cellular miRNAs to the viral genome generally reduces viral translation/replication\textsuperscript{68–72}.
The first example of miRNA-mediated virus regulation was given by Lecellier and co-workers in 2005, who showed that human miR-32 restricts primate foamy virus type 1 (PFV-1) accumulation by targeting two sequences on the viral genome. Importantly, as a counter defense, PFV-1 encodes Tas, a broadly effective RSS. Other examples have followed and showed that cellular miRNAs are able to restrict the replication of important human pathogens such as human immunodeficiency virus, influenza A and hepatitis C virus. Yet, the existence of miRNAs whose sole purpose is to bind to invading viruses has been challenged by the fact that high viral mutation rates will contribute to the escape of miRNA-mediated regulation. In addition, most miRNAs are conserved across a wide range of vertebrate species, thus it is unlikely that a given miRNA could have specifically evolved to counter a virus, since viral host ranges are typically more restricted. Therefore, due to the short nucleotide complementarity needed for miRNA-regulation (positions 2 – 8 from the 5’UTR of the miRNA), it is likely that fortuitous recognition of viral genomes occurs in a widespread manner. In the latter case, the chance of sufficient complementarity will increase correspondingly with the size of the viral genome. Intriguingly, binding of human miR-122 to hepatitis C virus (HCV) genome has been shown to be required for viral replication. Of note, this is the only miRNA described so far to promote the expression of its target instead of reducing it. Because HCV mainly infects hepatic cells and miR-122 expression is liver-specific, the development of miravirsen, a specific inhibitor of miR-122, represents the first proof of concept of the utility of miRNA-targeted drugs. Currently, miravirsen clinical trials are being conducted.

MiRNAs can also influence viral infection through modulation of the host proteome. This possibility is somehow easier to envision as miRNAs are well-known regulators of gene expression and viruses are susceptible to changes in the intracellular environment of their hosts. Therefore, miRNA activity, which is also altered by infection, can result in either a more favorable or less permissible environment for replication. Furthermore, miRNAs may influence the cellular tropism of viruses and contribute to the induction/inhibition of antiviral immune responses.

In light of these interesting possibilities, at the end of the year 2011, we became interested in the potential miRNA-mediated regulation of DENV infection. At that time, very little was known about the interactions between DENV and cellular miRNAs and as the field of miRNA research was developing by leaps and bounds we decided to explore the contribution of these regulatory molecules to DENV infection. We anticipated that due to the large cellular changes induced upon infection, DENV would significantly alter the biogenesis and effector mechanisms of cellular miRNAs.

In chapter 5, we investigated the changes induced in the microRNAome of macrophages infected with DENV. As described earlier, macrophages are important
natural targets of DENV. Interestingly, infection of macrophages with high doses of DENV does not result in the infection of the whole cell population (Chapters 3 and 4). This phenomenon gave us the opportunity to study the microRNAome of infected and non-infected macrophages in the same culture conditions. Importantly, given the high dose of particles (92 genome equivalents per cell) we anticipate that all cells in culture were exposed to DENV.

The results showed that only a handful of miRNAs are differentially expressed upon DENV challenge. This was at first surprising to us because DENV-infected cells show an altered transcriptome when compared to mock-infected cells\textsuperscript{76–78} and we expected that part of these changes could be attributable to the action of cellular miRNAs. However, data from other groups, published at the time we were conducting our experiments, also suggested that the expression of miRNAs upon DENV infection is only mildly altered (Chapter 1, Table 1 and\textsuperscript{79,80}). By now, the data suggest that RNA viruses in general do not profoundly change the small RNA landscape of the mammalian host cell\textsuperscript{81–84}. Therefore, the overall impact of miRNAs on the cellular environment is rather limited and these observations dim the original enthusiasm that miRNAs serve as potent antiviral molecules. Furthermore, there was no overlap between the differentially expressed miRNAs in our study compared to the microRNA profiles already published\textsuperscript{79,80}. Although this is easily explained by the use of different experimental systems (endothelial cells, hepatic cells and macrophages) and the strong cellular-context dependency of miRNA activity, it does highlight the lack of a universal miRNA targeted in all DENV natural host cells.

Nevertheless, in our system using primary macrophages, miR-3614-5p was found upregulated in non-infected cells that were exposed to DENV. In order to determine the effect of miR-3614-5p expression on DENV infectivity, we overexpressed miR-3614-5p by transfecting miRNA mimics. Because transfecting miRNA mimics into macrophages influenced DENV infection (Chapter 5), we conducted the overexpression experiments in Huh7 cells. We found that miR-3614-5p slightly but significantly reduced DENV infectivity and also West Nile virus infectivity in Huh7 cells. While conducting our study, several other human miRNAs were reported to restrict DENV infection (listed in Table 2, Chapter 1) and in most of the cases these miRNAs reduced the production of infectious virus particles by half\textsuperscript{80,85,86}. The relatively small reduction in infectivity can be explained as miRNAs are fine-tuners of gene expression and their individual impact on protein levels is not as large as initially expected\textsuperscript{87,88}.

The limited capacity of regulation represents an additional constraint in the fight against viruses, particularly if we envision miRNAs as potential therapeutics. Nevertheless, the lack of potent effects does not disregard the possibility that during
naturally occurring infections, viral replication or viral load is kept in check due to the action of antiviral miRNAs. Unfortunately, assessing the real contribution of miRNAs to virus control in mammalians remains challenging because transfection of RNA mimics (which is the most widely used methodology) results in increased non-physiological levels of the miRNA. Hence, the development, improvement and general implementation of methodologies by which miRNA expression can be controlled in a dosage-dependent manner, for example by the use of drug-inducible vectors\textsuperscript{89}, will significantly expand our understanding of miRNA function. Another limitation to study the impact of miRNAs on the antiviral response, is the potent effect of the IFN system that can mask the more subtle effects of other molecules. In this case, studying models in which the IFN response is naturally decreased could shed light on the role of other players of the antiviral response. A proof of concept of this possibility was given recently by the demonstration that inactivation of the IFN pathway in mammalian somatic cells unveils the presence of long dsRNA-mediated RNA\textsuperscript{90}.

Interestingly, adenosine deaminase acting on RNA 1 (ADAR1), a previously reported pro-DENV host factor, was identified as one of the targets of miR-3614-5p. It is tempting to speculate that human miR-3614-5p negatively regulates DENV and WNV infectivity through the downregulation of ADAR1. However, our results do not support a black and white role for ADAR1 during DENV infection. Rather, we found that ADAR1 facilitates DENV replication at early stages of infection, but at later time points it controls virus production. Therefore, it is more likely that a synergistic effect of all the proteins modulated by miR-36145-p exists, since we found that not just ADAR1, but 28 additional proteins were experimentally regulated by the expression of miR-3614-5p. Of these, 8 were down- and 20 were upregulated. In general, one should be careful to link the antiviral capacity of a miRNA to the regulation of one single host factor (as is done in most publications), because an individual miRNA is known to directly target multiple transcripts. Moreover, the reduced levels of those targeted transcripts can in turn alter the expression of many other proteins, as we observed in our analysis (i.e, the upregulated proteins). If we were to dissect the molecular mechanism by which miR-3614-5p and other published miRNAs reduce DENV infectivity, then the action of all the proteins regulated by those miRNAs (directly and indirectly) must be taken into consideration. Certainly, such types of holistic approaches add another layer of complexity to the already difficult to study miRNA field.

It was not possible to determine the effect of miR-3614-5p on the infection of macrophages, but we would like to think that it reduces DENV infectivity as observed in the Huh7 cells. However, due to the cell type specificity of miRNA activity, further experiments are needed to confirm the role of miRNA-3614-5p in restricting the
infection of macrophages. In addition, it remains to be elucidated whether the increased expression of miR-3614-5p renders cells refractory to infection, or whether miRNA-3614-5p expression is associated with a particular subpopulation of macrophages that is not susceptible to DENV infection.

The results of our study favor the notion of the existence of mammalian miRNAs whose activity aids in the control of infecting viruses. A deeper understanding of the interactions occurring between viruses and the host miRNA machinery will help us elucidate the real extent of miRNA contribution to the antiviral response.

**Final remarks: miRNAs towards the slope of enlightenment?**

The discovery of miRNAs represented a breakthrough in the modern era of biology. How the field has developed since then fits very well—to my eyes—Gartner’s hype cycle. In the hype cycle, used to describe the adoption and social application of new technologies, five phases are clearly visible: 1) technology breakthrough; 2) peak of inflated expectations; 3) trough of disillusionment; 4) slope of enlightenment and; 5) plateau of productivity. Here I want to make use of this trademark cycle to depict my point of view with regard to the development of miRNA research; it is not intended as a historical compilation. A summary of this view is depicted in Fig. 2.

The first phase of miRNA research is undisputable and began in 1993 with the discovery of the first miRNA, Lin-4, by the joint efforts of Ambro’s and Ruvkun’s laboratories. What you find in the following phases will depend on your particular field of research. In light of the potential antiviral activity of miRNAs, the way to the peak of inflated expectations was paved by the discovery of the conserved nature of miRNAs and by the description of RNAi as a mechanism to defend from foreign dsRNA. Moving up to the peak, the ratification of miRNAs as key regulators of gene expression and deciphering the role they play in controlling cellular processes (such as differentiation, stress and oncogenesis) were of great importance. For me, as a virologist, the peak’s zenith was the discovery that miR-122 is an indispensable host factor for hepatitis C virus replication. The entry into clinical trials of miravirsen, an anti-microRNA molecule, to treat a viral infection opened a new window of opportunity to study the interactions between viruses and cellular miRNAs. However, in the years that followed the high expectations surrounding miRNAs were not met, and the fall through the trough of disillusionment began. Certain methodological hurdles anticipated this descent through the trough. For example, the difficulty of predicting reliable miRNA targets, both among the pool of endogenous transcripts and in viral sequences, became apparent. Furthermore, coming to a consensus on how to analyze small RNA-seq data proved challenging. Other setbacks came from unraveling the details of the miRNA-silencing mechanism. It was discovered
that the suppression of an individual transcript by a given miRNA results in less than a twofold decrease in protein output, which makes experimentally difficult to prove the biological effect of a given miRNA\textsuperscript{87,88}. Finally, the disillusionment was complete with the heated debates regarding the antiviral potential of miRNAs.

Fortunately, in the last years more evidence in favor of the antiviral role of mammalian miRNAs has been accumulating. Although the effect of these molecules in controlling viral infection seems limited, the development of newer technologies to study miRNA function would probably help to unravel the exact mechanisms by which viruses interact with the cellular miRNA machinery. I believe in the years to come we will witness the slope of enlightenment of miRNA research, as we will get a better notion of the true role they play during viral infection. As to whether miRNAs would ever reach a plateau of productivity in the field of virology, miravirsen would probably give us an answer very soon.

**FIGURE 2** | miRNA research field follows the Gartner’s hype cycle. Upon their discovery, miRNAs changed the conception of gene-expression regulation. Important findings such as their conservation among eukaryotic cells and their participation in many cellular processes opened a window of curiosity on their contribution to viral infection. A few years later, it was clear that miRNA research is more complex than anticipated as technical and biological limitations to study miRNA activity were revealed. Further understanding of the role of miRNAs and the development of better technologies is warranted to study the real potential of miRNAs.
Viral strategies aiming at the control of cellular stress responses

Intricate networks of interactions occur between viruses and their host cells. Viruses hijack many different cellular components within infected cells in order to maintain host metabolism and allow virus particle production. In parallel, cells activate antiviral responses aiming at the elimination of the virus in infected cells as well as protection of surrounding non-infected cells. Thus, a productive infection is the result of a tight balance between the virus-induced cellular changes aimed at promoting replication and the cellular responses to it.

Although it is generally accepted that DENV infection induces endoplasmic reticulum (ER) stress and oxidative stress, little is known about the mechanisms by which DENV copes with these responses to allow efficient production of progeny virions. A master regulator of cell fate that integrates signaling from various stress stimuli is activating transcription factor 4 (ATF4). By controlling the expression of numerous stress-responsive genes, ATF4 determines whether cell homeostasis can be restored or whether cell death programs must be set in place\textsuperscript{99,100}. While the precise molecular mechanism behind the cellular stress response is not fully understood, it is known that increased translation of ATF4 can be triggered by the presence of phosphorylated eukaryotic translation initiation factor 2 alpha (p-eIF2α). eIF2α in turn is phosphorylated by the action of four distinct kinases as response to the recognition of stress signals: proteinase kinase R (PKR) recognizes dsRNA, PKR-like ER kinase (PERK) senses ER stress, heme-regulated eIF2α kinase (HRI) is activated by oxidative stress and general control non-derepressible (GCN2) recognizes nutrient deprivation\textsuperscript{101}. Because the expression of ATF4 is a convergent point that integrates the signaling triggered by the eIF2α kinases, the eIF2α/ATF4 pathway is commonly referred to as the integrated stress response (ISR)\textsuperscript{99}.

In chapter 6, we showed that DENV causes an increase in the expression level of ATF4 over time. Therefore, in chapter 7, we decided to study this phenomenon in more detail. We aimed for deciphering the mechanism by which ATF4 expression is induced during DENV infection and hypothesized that ATF4 alleviates cellular stress levels induced by DENV.

ATF4 expression is predominantly regulated by the presence of p-eIF2α\textsuperscript{99}. Currently there is no a consensus as to whether DENV alters p-eIF2α levels (Chapter 1). Initial reports suggest that the levels of p-eIF2α in DENV-infected cells are comparable to those of mock-infected cells\textsuperscript{102}. However, it has also been shown that DENV increases eIF2α phosphorylation in a time- and serotype-dependent manner\textsuperscript{103,104}. These contrasting results prompted us to re-investigate the status of eIF2α phosphorylation in Huh7 cells infected with DENV-2. No differences were found
in the p-eIF2α levels between DENV-infected and mock-infected Huh7 cells at any evaluated time point (3, 6, 12, 18, 24 and 30 hpi). Importantly, during the course of our study Roth and coworkers published similar results for DENV-infected Huh7 cells\(^{105}\). It is not clear how DENV avoids activation of the ISR. It has been suggested that DENV avoids activation of PKR by concealing dsRNA intermediates in compartmentalized membranes\(^{106,107}\). Yet, the recently published study from Roth and coworkers showed that DENV induces PKR activation\(^{105}\). Furthermore, and in line with Roth’s study, we found reduced levels of p-eIF2α in DENV-infected cells treated with the HRI inducer NaAs when compared to NaAs-treated mock-infected cells (Chapter 7). Collectively, these data strongly suggest that DENV actively inhibits eIF2α phosphorylation. Yet, the above observations also suggest that the increased expression of ATF4 in DENV-infected cells is not due to eIF2α phosphorylation.

Subsequent experiments revealed higher levels of ATF4 mRNA upon DENV infection and therefore we now propose that there is either an increase in ATF4 mRNA transcription or a decrease of ATF4 mRNA turnover in DENV-infected cells. In the first case, several transcription factors have been shown to regulate ATF4 mRNA synthesis. Interestingly, one of them, nuclear factor erythroid 2-related factor (NRF2), was shown to be activated in response to the oxidative stress induced in DENV-infected DCs\(^{108,109}\). Secondly, mRNA turnover is mainly regulated by the activity of processing bodies (P-bodies)\(^{110,111}\). Intriguingly, DENV was found to decrease the formation of P-bodies in baby hamster kidney cells\(^{102}\). Whether reduced P-bodies assembly results in the specific reduction of ATF4 turnover or whether it alters mRNA degradation in a more general manner remains to be investigated. Alternatively, the expression of ATF4 during DENV infection could be driven by both, NRF2 activation and reduced mRNA turnover. Ongoing experiments in our group are aimed at testing this hypothesis.

Antagonizing eIF2α phosphorylation is a strategy deployed by viruses such as influenza, vesicular stomatitis virus and herpes simplex virus to promote the translation of viral proteins\(^{112–115}\). The mechanisms by which these viruses hinder eIF2α phosphorylation include the expression of chaperons that inhibit PKR and PERK and the increased activity of the phosphatase GADD34/PP1 which de-phosphorylates eIF2α\(^{112–115}\). However, in case of DENV, PKR is activated\(^{105}\). The expression of GADD34 is regulated by ATF4 and therefore we hypothesized that the high levels of ATF4 observed during DENV infection might correlate with higher GADD34 levels and consequently eIF2α de-phosphorylation. However, this is not the case. We did not observe increased protein levels of GADD34 and siRNA-mediated silencing of ATF4 did not increase eIF2α phosphorylation in DENV-infected cells. These results were unexpected, because GADD34 is a well-known downstream target of ATF4 and ATF4 is a key regulator of cellular stress. A possible explanation for what we observed
could rely on the timing of our analysis. The levels of GADD34 were assessed at the same time point at which we found the highest ATF4 expression level (at 30 hpi, a 3.6-fold increase in ATF4 compared to mock-infected cells). However, we did not analyze ATF4 nor GADD34 levels at later time points. It is a possibility that ATF4-mediated expression of GADD34 occurs at later time points during infection. Despite of this reasoning, GADD34 does not appear to control the levels of p-eIF2α in DENV-infected cells as salubrinal-mediated inhibition of GADD34 activity had no effect in restoring p-eIF2α levels in chemically stressed cells.

Although there is clear evidence that DENV induces ER and oxidative stress, ATF4, key regulator during cellular stress, does not appear to play an active role in controlling the stress response in DENV-infected cells. Instead, it appears that DENV actively inhibits the ISR upstream of ATF4 through inhibition of eIF2α phosphorylation. It is likely that one of the DENV viral proteins directly impairs eIF2α phosphorylation as is the case for human papillomavirus and herpes simplex virus. Future studies should address whether a similar mechanism is used by DENV. Understanding the molecular basis for the inhibition eIF2α phosphorylation will increase our knowledge on the replication cycle of DENV and might open new avenues for intervention.

**Final remarks: what are the consequences of increased ATF4 expression?**

Why is there such a robust increase in ATF4 expression in DENV-infected cells? We discard that it is the result of an unspecific response because the protein levels as well as the mRNA levels were increased in a time-dependent manner. Yet, given the above discussed results together with the moderate effect of siRNA-mediated ATF4 silencing on DENV production (Chapter 6) we conclude that ATF4 is not a crucial factor in DENV multiplication. Is it possible that the induction of ATF4 plays a role in the pathogenesis of dengue? In this regard, I would like to describe two pathogenic events that are potentially linked to ATF4. First, ATF4 activation has been associated with age-related muscle weakness and atrophy. Myalgia (muscle pain) is a common symptom in dengue patients, especially in the elderly. Is ATF4 perhaps involved in this event? To this end it would be interesting to evaluate whether ATF4 expression is sustained for longer time periods thereby activating cell death pathways. Second, ATF4 is a regulator of monocyte chemoattractant protein-1 (MCP-1) production in microvascular endothelial cells. MCP-1 is a major chemokine which recruits monocytes/macrophages to the sites of injury thereby exacerbating inflammation. Patients with severe forms of dengue have increased levels of MCP-1. Is ATF4 expression correlated with MCP-1 production in cells and in patients? Activation of cellular stress pathways have indeed been linked to increased inflammatory responses during flavivirus infection. Thus, future studies should address how the stress status of DENV-infected cells relates to increased/pathologic immune responses.
Antivirals towards DENV: can we find the perfect drug?

Despite the high socio-economic burden of dengue disease and years of trying to develop effective antiviral drugs there are still no specific therapies available. As a result, the treatment of symptomatic severe dengue disease relies on supportive care in medical units.

The rationale behind the development of anti-dengue compounds relies on the observation that high levels of viremia in the early stages of infection correlate with the development of severe disease\textsuperscript{18,124,125}. Consequently, a drug that is able to decrease viremia early in infection could prevent the progression to dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS). However, several difficulties have to be considered when trying to meet this premise. First, reducing viral titers early in infection is difficult to achieve as the viremia drops rapidly upon the onset of symptoms and the severe signs manifest when the viral load has significantly decreased\textsuperscript{126}. Therefore, therapy is likely only successful when combined with early diagnosis of infection. Second, anti-DENV drugs should act against all four serotypes as all serotypes lead to (severe) disease. Third, given the importance of ADE in severe disease, anti-DENV drugs should also inhibit the infectivity of DENV-immune complexes.

In chapter 6 we explored the antiviral potential of tomatidine. Tomatidine is an aglycon metabolite of tomatine, a steroidal alkaloid found in the skin and leaves of tomatoes. In nature, tomatine is an important defense mechanism for phytopathogens such as bacteria fungi and viruses\textsuperscript{127}. Our results showed that tomatidine exerts potent antiviral activity towards DENV in Huh7 cells, with EC50 values of 0.82 and 0.97 µM for MOI 1 and MOI 10, respectively. These EC values places tomatidine among the most potent DENV antivirals described to date\textsuperscript{128}. Time-of-addition experiments suggest that tomatidine predominantly acts at late stages post-infection. In addition, the comparable reduction in the number of produced infectious and physical virus particles when the drug was added at 12 hpi indicates that tomatidine interferes with a step prior to virus secretion. Compounds acting at late time points in the replication cycle are attractive from the therapeutic point of view as these are likely to more drastically reduce the viral load when administered upon the onset of the symptoms.

It remains to be investigated whether tomatidine acts as a direct antiviral agent (DAA) or whether it targets a crucial cellular factor that is required for productive infection. The latest results conducted in our group point towards an action at the level of the host. This as we recently observed antiviral effects towards Chikungunya, a non-related arthropod-borne virus (unpublished data). Because tomatidine was previously shown to reduce ATF4 levels, we investigated whether the antiviral effect of
tomatidine was caused by the inhibition of ATF4. Indeed, treatment with tomatidine reduced the levels of ATF4 expression in DENV-infected cells. Nevertheless, silencing of ATF4 expression only modestly (2-fold) altered the production of infectious DENV particles. Therefore, ATF4 might contribute to the observed effect of tomatidine yet it does not fully explain the potent antiviral effect observed.

There is not a consensus as to what is the preferred action (virus vs host) for the ideal anti-dengue therapy. Screening for DAA towards DENV is an intense research field and during the past decade great progress has been made in developing DENV inhibitors. However, DAA possess two main hurdles, first, the inherent differences between serotypes (69-78% identity at the amino acid level\textsuperscript{129}) which hinders the development of pan-dengue-acting drugs. Secondly, there is an increased chance for the emergence of resistant variants. On the other hand, it is likely that dengue serotypes use the same host factors for replication and assembly; thus, a drug targeting cellular components may easier achieve pan-serotype antiviral activity. Furthermore, resistance to host-factor-targeted drugs is harder to accomplish. The disadvantage of targeting host factors is the higher potential to induce cytotoxicity and thereby, adverse secondary effects. Therefore, compounds which achieve potent antiviral effects at low doses are preferred, particularly if they can be used in children, as they account for the vast majority of severe dengue cases\textsuperscript{130}. The high selectivity index we found for tomatidine in Huh7 cells (97.7) and the fact that it has been used safely in several mouse models, including pregnant mice\textsuperscript{131–133}, is suggestive of a safe profile of the compound. Nevertheless, a proper assessment of safety in humans is currently lacking.

**Final remarks: is tomatidine a potential antiviral drug?**

So far, our results show a potent antiviral effect of tomatidine against DENV serotype 2 in cell lines. As mentioned earlier, an effective anti-DENV drug should act against all serotypes. Thus, the next step is to assess the antiviral effect against the other three DENV-serotypes. Furthermore, ADE experiments should be performed to test the effectivity of tomatidine against DENV-immune complexes. Along the course of our studies, we also observed that the response elicited in cell lines might be distinct from that in primary cells. Therefore, the antiviral effects of tomatidine should also be investigated in primary macrophages and DCs. Also, the duration of the antiviral effect of tomatidine should be investigated by prolonging the incubation times. Likewise, to receive more insight in the mode of action, the potential antiviral activity of tomatine derivatives should be tested. In parallel, detailed genetic and proteome analysis of tomatidine-treated cells may shed light on the mode of action of this compound. Alternatively, atemps to develop viral resistance might aid to dissect the mechanism of action.
Another, important feature to be investigated is the assessment of the safety and effectiveness of tomatidine *in vivo*. *In vivo* studies (animal models or clinical trials), should assess the ability of tomatidine to reduce viral loads early in infection and investigate whether it helps to alleviate the symptoms of severe disease late in infection. Tomatidine is known to reduce inflammation by inhibiting the NF-κB and JNK signaling (involved in the production of cytokines) and it was shown to reduce the age-related muscle weakness and atrophy in a mouse model\(^{116,134}\). Therefore, it is possible that next to reducing viral loads, tomatidine also acts late in infection thereby relieving the symptoms associated with inflammation and muscle pain.

Finally, gaining a better understanding of the interactions between DENV and its human host cells will pave the way for the further development of tomatidine and will lead to the discovery of new compounds with great antiviral potential. Finding the perfect anti-DENV drug will be feasible inasmuch as we fully decipher the molecular details of DENV replication and the cellular responses elicited upon infection.
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