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Binary decisions of agents coupled in networks can often be classified into two types: “coordination,” where an agent takes an action if enough neighbors are using that action, as in the spread of social norms, innovations, and viral epidemics, and “anticoordination,” where too many neighbors taking a particular action causes an agent to take the opposite action, as in traffic congestion, crowd dispersion, and division of labor. Both of these cases can be modeled using linear-threshold-based dynamics, and a fundamental question is whether the individuals in such networks are likely to reach decisions with which they are satisfied. We show that, in the coordination case, and perhaps more surprisingly, also in the anticoordination case, the agents will indeed always tend to reach satisfactory decisions, that is, the network will almost surely reach an equilibrium state. This holds for every network topology and every distribution of thresholds, for both asynchronous and partially synchronous decision-making updates. These results reveal that irregular network topology, population heterogeneity, and partial synchrony are not sufficient to cause cycles or nonconvergence in linear-threshold dynamics; rather, other factors such as imitation or the coexistence of coordinating and anticoordinating agents must play a role.

Significance

Many real-life decisions where one out of two actions must be chosen can be modeled on networks consisting of individuals who are either coordinating, that is, take an action only if sufficient neighbors are also doing so, or anticoordinating, that is, take an action only if too many neighbors are doing the opposite. It is not yet known whether such networks tend to reach a state where every individual is satisfied with his decision. We show that indeed any network of coordinating, and any network of anticoordinating individuals always reaches a satisfactory state, regardless of how they are connected, how different their preferences are, and how many simultaneous decisions are made over time.
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games on well-mixed populations (19, 20). Convergence of homogeneous well-mixed populations under more general nonmatrix games has been established in ref. 21 in the context of congestion games, using potential functions. The convergence properties of networks with arbitrary structure has also been investigated under various conditions, particularly in the homogeneous (symmetric) case (22−24). Recently in ref. 17, a combination of mean-field approximations and simulations were used to show that synchronous best-response dynamics in symmetric coordination or anticoordination games tend to always converge to Nash equilibria. However, in the case of asymmetric coordination games, it was shown in ref. 25 that synchronous best-response dynamics may not converge to a single action but rather to a cycle of alternating actions. Symmetry thus seems to be a significant factor in the convergence of the threshold model, but we will show that asynchrony perhaps plays an even more important role, because regardless of the symmetry, the network always converges in the asynchronous case. In addition to making the convergence more likely, compared with synchronous models, asynchronous dynamics can provide a more realistic model of the timeline over which independent agents make decisions and receive information, and they are particularly suitable when the payoff dynamics can be thought of as fast compared with the update dynamics. For example, decisions on matters such as which product to buy, which political party to vote for, or which traffic route to take may be the culmination of many individual interactions. Nevertheless, our results do not require that only one agent can update at a time; in fact, we show that even small asynchronous perturbations to fully synchronous dynamics lead to equilibrium convergence.

In this paper, we show that every network consisting of anti-coordinating agents with asynchronous best-response dynamics will eventually reach an equilibrium state, even if each agent has a different threshold. Moreover, we show that the same result holds for networks of coordinating agents. As a corollary, we establish the existence of pure-strategy Nash equilibria in both cases for arbitrary networks and arbitrary payoffs. On the question of convergence time, we show that, in such networks, the total number of strategy switches is no greater than six times the number of edges in the network. In the case of partial synchrony, when a random number of agents can update simultaneously, we show that the network still almost surely reaches an equilibrium. It follows that irregular network topology, population heterogeneity, and synchrony of decisions between two or more agents (as long as random asynchrony updating is not completely excluded) are not sufficient to cause nonconvergence or cycles in best-response dynamics; rather, possible causes include the occasional use of non—best—response strategies, randomization, or a mixture of coordinating and anticoordinating agents. Indeed, we provide a small example demonstrating the possibility of cycles in networks containing both coordinating and anticoordinating agents.

Asynchronous Best-Response Dynamics

Consider an undirected network \( G = (V, E) \) where the nodes \( V \equiv \{1, \ldots, n\} \) correspond to agents and each edge in the set \( E \subseteq V \times V \) represents a 2-player game between neighboring agents. Each agent \( i \in V \) chooses pure strategies from a binary set \( S = \{A, B\} \) and receives a payoff upon completion of game according to the matrix:

\[
\begin{pmatrix}
A & B \\
A & (a_i, b_i) \\
B & (c_i, d_i)
\end{pmatrix}, \quad a_i, b_i, c_i, d_i \in \mathbb{R}.
\]

The dynamics take place over a sequence of discrete time \( k = 0, 1, 2, \ldots \). Let \( x_i(k) \in S \) denote the strategy of agent \( i \) at time \( k \), and denote the number of neighbors of agent \( i \) playing \( A \) and \( B \) at time \( k \) by \( n_i^A(k) \) and \( n_i^B(k) \), respectively. When there is no ambiguity, we may sometimes omit the time \( k \) for compactness of notation. The total payoffs to each agent \( i \) at time \( k \) are accumulated over all neighbors, and are therefore equal to \( a_i n_i^A(k) + b_i n_i^B(k) \) when \( x_i(k) = A \), or \( c_i n_i^A(k) + d_i n_i^B(k) \) when \( x_i(k) = B \).

In asynchronous (myopic) best-response dynamics, one agent at a time becomes active and chooses a single action to play against all neighbors. The active agent at time \( k \) updates at time \( k + 1 \) to the strategy that achieves the highest total payoff, that is, is the best response, against the strategies of its neighbors at time \( k \):

\[
x_i(k + 1) = \begin{cases} 
A, & \text{if } a_i n_i^A(k) + b_i n_i^B(k) > c_i n_i^A(k) + d_i n_i^B(k) \\
B, & \text{if } a_i n_i^A(k) + b_i n_i^B(k) < c_i n_i^A(k) + d_i n_i^B(k) \\
\tau, & \text{if } a_i n_i^A(k) + b_i n_i^B(k) = c_i n_i^A(k) + d_i n_i^B(k)
\end{cases}
\]

In the case that strategies \( A \) and \( B \) result in equal payoffs, both strategies are best responses and we use the notation \( \tau \), which is defined to be \( A \), \( B \), or \( x_i(k) \), to allow for several possibilities for this equality case. Note that we do not require all agents to have the same \( \tau \). That is, when both \( A \) and \( B \) are best responses, some agents may choose \( A \), others may choose \( B \), and others may keep their current strategy; however, the agents cannot change their choice of \( \tau \) over time.

It is convenient to rewrite these dynamics in terms of the number of neighbors playing each strategy. Let \( \deg_i \) denote the total number of neighbors of agent \( i \). We can simplify the conditions above by using the fact that \( n_i^B = \deg_i - n_i^A \) and rearranging terms:

\[
a_i n_i^A + b_i (\deg_i - n_i^A) > c_i n_i^A + d_i (\deg_i - n_i^A) \\
\Rightarrow n_i^A (a_i - c_i + \deg_i - b_i) > \deg_i (d_i - b_i) \\
\Rightarrow \delta_i n_i^A > \gamma_i \deg_i,
\]

where \( \delta_i := a_i - c_i + \deg_i - b_i \) and \( \gamma_i := d_i - b_i \). The cases of “<” and “=” can be handled similarly. Consider the case when \( \delta_i \neq 0 \), and let \( \tau_i := \gamma_i / \delta_i \) denote a “threshold” for agent \( i \). Depending on the sign of \( \delta_i \), we have two possible types of best-response update rules. If \( \delta_i > 0 \), the update rule is given by the following:

\[
x_i(k + 1) = \begin{cases} 
A, & \text{if } n_i^A(k) > \tau_i \deg_i \\
B, & \text{if } n_i^A(k) < \tau_i \deg_i \\
\tau, & \text{if } n_i^A(k) = \tau_i \deg_i
\end{cases}
\]

These agents switch to strategy \( A \) if a sufficient fraction of neighbors are using that strategy, and likewise for strategy \( B \). On the other hand, for \( \delta_i < 0 \), if a sufficient fraction of neighbors are playing \( A \), the agent will switch to \( B \), and vice versa. This update rule is given by the following:

\[
x_i(k + 1) = \begin{cases} 
A, & \text{if } n_i^A(k) < \tau_i \deg_i \\
B, & \text{if } n_i^A(k) > \tau_i \deg_i \\
\tau, & \text{if } n_i^A(k) = \tau_i \deg_i
\end{cases}
\]

In the case that \( \tau_i \not\in [0,1] \), it is straightforward to show that there exists a strictly dominant strategy, and the update rule Eq. 1 or 2 is equivalent to one in which \( \tau_i \in (0,1) \) and \( \tau_i \in \{A, B\} \). The same holds for when \( \delta_i = 0 \). Agents for which \( \delta_i \geq 0 \) are called coordinating and can be modeled by Eq. 1. Agents for which \( \delta_i < 0 \) are called anticoordinating and can be modeled by Eq. 2. Therefore, every agent can be described as a coordinating or an anticoordinating agent (or both).

Let \( \Gamma = (G, \tau, \{+, -, \pm\}) \) denote a “network game,” which consists of the network \( G \), a vector of agent thresholds \( \tau = (\tau_1, \ldots, \tau_n) \), and one of \(+, - \), or \( \pm \) corresponding to the cases of all coordinating, all anticoordinating, or a mixture of both types of agents, respectively. The dynamics in Eqs. 1 and 2 are in the form of the standard linear-threshold model (18). An equilibrium state in the threshold model is a state in which the number
of $A$-neighbors of each agent does not violate the threshold that would cause them to change strategies. For example, in a network of anticoordinating agents in which $z_i = B$ for all $i$, this means that for each agent $i \in \mathcal{V}$, $x_i(k) = A$ implies $n_i^f(k) < \tau_{i, \text{deg}}$ and $x_i(k) = B$ implies $n_i^f(k) \geq \tau_{i, \text{deg}}$. Note that this notion of equilibrium is equivalent to a pure-strategy Nash equilibrium in the corresponding network game.

**Convergence Results**

We investigate the equilibrium convergence properties of the agent-based threshold models in Eqs. 1 and 2 that we defined in the previous section.

Before providing the main results, we precisely define the nature of the asynchronous dynamics. We require only that at any given time step, each agent is guaranteed to be active at some finite future time. Let $\mathcal{G}_k$ denote the agent who is active at time $k$ and let $(\mathcal{G}_k)_{k=0}^\infty$ denote a sequence of active agents. We say that such a sequence is “persistent” if for every agent $j \in \mathcal{V}$ and every time $k \geq 0$, there exists some finite later time $k' > k$ at which agent $j$ is again active ($\mathcal{G}_{k'} = j$).

**Assumption 1.** Every activation sequence driving the dynamics in Eq. 1 or Eq. 2 is persistent.

**Remark 1.** In stochastic settings, Assumption 1 holds almost surely whenever agents activate infinitely many times with probability one, for example, if each agent activates at a rate determined by a Poisson process.

We divide the convergence analysis into two main parts corresponding to the cases of anticoordinating and coordinating agents. In what follows, we use $1$ to denote the $n$-dimensional vector containing all ones. We refer the reader to SI Appendix for the detailed proofs of the results.

**All Agents Are Anticoordinating**

**Theorem 1.** Every network of anticoordinating agents who update asynchronously under Assumption 1 will reach an equilibrium state in finite time.

The sketch of the proof is as follows. We begin by showing that an arbitrary network game $\Gamma = (\mathcal{G}, (1/2), 1, -)$ consisting of anticoordinating agents in which the threshold of each agent is 1/2 will reach an equilibrium in finite time. Then we extend the result to a heterogeneous-threshold network game $\Gamma = (\mathcal{G}, r, -)$ by constructing a homogeneous-threshold “augmented” network game $\Gamma' = (\mathcal{G}, (1/2), 1, -)$ that is dynamically equivalent to $\Gamma$. We complete the proof by showing that if the augmented network game $\Gamma'$ reaches an equilibrium, then $\Gamma$ does as well. The following lemma establishes convergence of the homogeneous-threshold network game $(\mathcal{G}, (1/2), 1, -)$.

**Lemma 1.** Every network of anticoordinating agents who update asynchronously under Assumption 1, with $\tau = 1/2$ for each agent $i \in \mathcal{V}$, will reach an equilibrium state in finite time.

The proof of the lemma revolves around the following potential function:

$$
\Phi_i(k) = \begin{cases} 
  n_i^f(k) - n_i^d(k) & \text{if } x_i(k) = A \\
  n_i^d(k) - 1 - n_i^f(k) & \text{if } x_i(k) = B
\end{cases}
$$

where $n_i^d$ denotes the maximum number of $A$-neighbors of agent $i$ that will not cause agent $i$ to switch to $B$ when playing $A$. The proof follows from the fact that the function is lower bounded and decreases every time an agent in the network switches strategies.

To motivate our approach for extending this result to an arbitrary distribution of thresholds, consider for example an agent $i$ with 4 neighbors whose threshold is 1/3. When playing $A$, this agent can tolerate up to 1 $A$-neighbor (Fig. 1A), but 2 or more will cause a switch to $B$. Similarly, when playing $B$, the agent needs at least 2 $A$-neighbors to remain playing $B$, whereas 1 or fewer will cause a switch to $A$. Now consider an agent $i$ whose threshold is 1/2 but who has one additional neighbor who always plays $A$, for a total of 5 neighbors, as shown in Fig. 1B. When playing $A$, this agent can tolerate up to 2 $A$-neighbors before switching to $B$, and as a $B$-agent needs at least 3 $A$-neighbors, whereas 2 or fewer will cause a switch to $A$.

**Notice, however, that with respect to the original 4 neighbors, the dynamics of agents $i$ and $i'$ are indistinguishable.**

It turns out that whenever $\tau < 1/2$, by adding a sufficient number of fixed $A$-neighbors, we can always construct a dual node $i$ with threshold 1/2 whose dynamics are equivalent to the dynamics of the original node $i$. Moreover, if $\tau > 1/2$, we can achieve the same result by adding fixed $B$-neighbors. To ensure that the added nodes do not change strategies, we simply add two opposite strategy neighbors to these nodes (Fig. 1C). It is then straightforward to show that the strategies of all added nodes remain constant. We now formalize this argument for arbitrary networks of anticoordinating agents, using some techniques similar to those that have already proven useful in studying the convergence of synchronous networks (25).

We define the “augmented network game” $\Gamma := (\mathcal{G}, (1/2), 1, -)$ based on $\Gamma$ as follows. Let $\mathcal{G} = (\mathcal{V}, E)$. Define a “V-block” as a triplet of nodes $\{v_1, v_2, v_3\} \subseteq \mathcal{V}$ along with the edges $\{(v_1, v_2), (v_1, v_3)\} \subseteq E$. For each agent $i \in \mathcal{V}$, we introduce a “dual agent” $i' \in \mathcal{V}$ with the same initial strategy, that is, $x_i(0) = x_i(0)$, and with $z_{i'} = z_i$. Corresponding to each dual agent $i'$, there are $m_i$ number of V-blocks in $\mathcal{G}$ such that the $v_1$-node of each block is connected to $i$, with $m_i$ being defined as follows: if $\tau_i = 1/2$, then $m_i = 0$; otherwise, $m_i$ depends on which one of the following three conditions on $\tau_i$ holds:

$$
m_i = \begin{cases} 
  (1 - 2\tau_i)|\text{deg}| & \tau_{i, \text{deg}} \in \mathbb{Z} \\
  |\text{deg} - r - 1| & \exists r \in 2\mathbb{Z}, r/2 < \tau_{i, \text{deg}} < r + 1/2 \\
  |\text{deg} - r| & \exists r \in 2\mathbb{Z} + 1: r/2 \leq \tau_{i, \text{deg}} < r + 1/2
\end{cases}
$$

where $2\mathbb{Z}$ and $2\mathbb{Z} + 1$ denote the set of even and odd numbers, respectively. If $\tau_i < 1/2$, then the initial strategies of each V-block connected to the dual agent $i$ are $x_{v_1}(0) = A$ and $x_{v_i}(0) = x_{v_3}(0) = B$; and if $\tau_i > 1/2$, then $x_{v_1}(0) = B$ and $x_{v_3}(0) = x_{v_3}(0) = A$. In total, $V$ has $n + \sum_{i=1}^n m_i$ agents, the thresholds of all of which are set to 1/2. For $E'$, in addition to the edges for the V-blocks, there is an edge between any two dual agents $i$ and $j$ in $\mathcal{V}$, if and only if there is an edge between $i$ and $j$ in $\mathcal{V}$.

Next, we show that if whenever an agent in $\mathcal{G}$ activates, its dual in $\mathcal{G}$ also activates (while neglecting the time steps that a V-block
agent is active), then the dynamics of each node in $G$ are the same
as the dynamics of its dual node in $\bar{G}$ (again while neglecting the
time steps that a $\Gamma$-block agent is active). Then Theorem 1 can be
proven accordingly.

As a result of Theorem 1, we have the following corollary,
which to the best of our knowledge has not been shown in the
literature to date.

**Corollary 1.** Every network of anticoordinating agents admits a pure-
strategy Nash equilibrium.

**All Agents Are Coordinating**

**Theorem 2.** Every network of coordinating agents who update
asynchronously under Assumption 1 will reach an equilibrium state
in finite time.

The proof of Theorem 2 follows similar steps as the anti-
coordinating case. The key difference is that the potential function
becomes the following:

$$
\Phi_1(k) = \begin{cases}
\tilde{n}_1^i - n_1^i(k) & \text{if } x_i(k) = A \\
n_1^i(k) - \tilde{n}_1^i + 1 & \text{if } x_i(k) = B
\end{cases} \quad (3)
$$

where $\tilde{n}_1^i$ is defined as the minimum number of $A$-neighbors
required for an $A$-playing agent to continue playing $A$. The
maximum number of $A$-neighbors that a $B$ agent can tolerate before
switching to $A$ is then given by $\tilde{n}_1^i - 1$. We refer the reader to SI
Appendix for a complete proof of the theorem.

Theorem 2 also leads to a corollary on existence of equilibria
for networks of coordinating agents, but in this case we confirm
an already known result (e.g., ref. 26).

**Corollary 2.** Every network of coordinating agents admits a pure-
strategy Nash equilibrium.

The following corollary follows directly from Theorem 1 and
Theorem 2, and the fact that a network of homogeneous
agents can always be described as all coordinating or all
anticoordinating.

**Corollary 3.** Every network of homogeneous agents who update
asynchronously under Assumption 1 will reach an equilibrium state
in finite time.

**Coordinating and Anticoordinating Agents Coexist.** Given the previous
two results, the natural question arises of what we can say
about convergence when both coordinating and anticoordinating
agents are present in a network. Although there may be partic-
ular configurations that converge, we can demonstrate that this
will not hold in general with a simple example on a network
consisting of only two agents connected to each other, namely a
path of length one, that is, $V = \{1,2\}$, $E = \{(1,2), (2,1)\}$. Suppose
that agent 1 is coordinating, agent 2 is anticoordinating, and their
thresholds are both equal to 1/2. Given their respective update
rules in Eqs. 1 and 2, agent 1 will always switch to match agent 2
while agent 2 will always switch to oppose the strategy of agent 1.
In other words, the following transitions will occur with proba-
bility one: $(A,A) \rightarrow (A,B) \rightarrow (B,B) \rightarrow (B,A) \rightarrow (A,A)$, resulting in a
neverending cycle. This formulation is equivalent to a repeated
version of the well-known matching pennies game. From this,
we can conclude that convergence is not a trivial result to be
expected in all cases, and can only be guaranteed when all agents
are either coordinating or anticoordinating.

**Convergence Time.** The following corollary follows from the fact
that the potential function $\Phi(k)$ is bounded from above and
below and decreases by at least one every time an agent switches
strategies.

**Corollary 4.** Every network of all coordinating or all anticoordinating
agents will reach an equilibrium state after no more than $6|E|$ agent
switches.

This implies that agents cannot switch an arbitrary number of
times before the network reaches equilibrium. It follows that
when agent activation times are independent and identi-
cally distributed, the upper bound on the expected time to
reach equilibrium is linear in the number of edges in the
network.

**Synchronous and Partially Synchronous Updating**

So far, any network of all coordinating or all anticoordinating
agents is shown to reach an equilibrium state, as long as the
agents update asynchronously. However, the importance of
asynchronous updating to the convergence results remains an
open problem. In this section, we show that, although full syn-
chrony may not always result in convergence, the results indeed
still hold for partial synchrony, in which a random number of
agents update at each time step.

**Synchronous Updating.** We show that networks in which updates
are fully synchronous may never reach an equilibrium state, by
presenting counterexamples with only two agents.

First, suppose that both agents are anticoordinating and start
from the strategy vector $(A,A)$. The agents update synchron-
ously, that is, at each time step, both agents activate and update
their strategies according to the update rule in Eq. 2. Therefore,
the dynamics will be deterministic, and the following transitions
will occur on the strategies of the agents: $(A,A) \rightarrow (B,B) \rightarrow (A,A)$,
resulting in a cycle of length 2.

Now suppose that both agents are coordinating and they start
from the strategy vector $(A,B)$. Following the update rule in Eq.
1, the following transitions take place under the synchronous
updating: $(A,B) \rightarrow (B,A) \rightarrow (A,B)$, again resulting in a cycle of
length 2.

The above examples prove that equilibrium convergence is no
longer guaranteed if the agents update in full synchrony. How-
ner, it is known that any network game governed by synchro-

**Partially Synchronous Updating.** To understand what happens in
the case of partially synchronous updates, we need to relax the
assumption that only one agent can update at a given time. We
must therefore decouple the activation sequence from the dis-
crete-time dynamics, and consider the activations to occur in
continuous time. Let $\{\ell\}_{\ell=1}^\infty$ denote a sequence of times and
$\{\ell\}_{\ell=1}^\infty$ a sequence of agents such that agent $\ell$ activates at time $\ell$. Fig.
2 shows the relationship of the discrete time steps with the agent
activation sequence.

It is now possible that multiple agents update between con-
secutive time steps. In particular, all agents who are active in the
time interval $[k,k+1)$ update at time $k+1$ based on the state
of the network at time $k$. Let $A_k$ denote the set of all agents who are

![Fig. 2.](image-url)
active during the time interval \([k, k+1]\). We can express the partially synchronous dynamics as follows:

\[
x_i(k+1) = \begin{cases} \alpha_i^n(k) & \text{if } i \in A_k \\ x_i(k) & \text{otherwise}, \end{cases}
\]

where \(\alpha_i^n(k)\) denotes the best response of agent \(i\) to the strategies of its neighbors at time \(k\). To provide a general framework for independent stochastic activation sequences, we make the following assumption.

**Assumption 2.** The interaction times for each agent are drawn from mutually independent probability distributions with support on \(\mathbb{R}_{\geq 0}\).

One standard model that satisfies Assumption 2 is to use exponential distributions with mean \(1/\lambda\). This represents the case in which each agent updates according to a Poisson clock with rate \(\lambda\), and the expected number of agents updating in one unit of time is \(\lambda\).

From the previous sections, we know that the best-response dynamics do not necessarily converge to an equilibrium when the updating is synchronous, yet do converge when the updating is asynchronous. Therefore, the natural question arising is the following: how much asynchrony do the partially synchronous best-response dynamics need for convergence? It turns out that, even under the relatively mild assumption on the partially synchronous updates in Assumption 2, we still have convergence to an equilibrium state almost surely.

**Theorem 3.** Every network of all coordinating or all anti-coordinating agents who update with partially synchronous dynamics that satisfy Assumption 2 almost surely reaches an equilibrium state in finite time.

To prove the theorem, we model the network game as a Markov chain and show that it is absorbing (28). We refer the reader to SI Appendix for a detailed proof.

![Diagram](image)

**Fig. 3.** (A–D) Strategy evolution in the network game \(\Gamma = (G, (1/2)I, +)\) under the activation subsequence \(\alpha_1 = ((1), (2,3,4,6), (1,2,3,4,6))\). Red circles indicate those nodes that are activated at the corresponding time step.

Any activation sequence in \(X\) can be generated under Assumption 2 and has the property that all agents activate exclusively infinitely many times. However, no sequence in \(X\) results in convergence of the network game \(\Gamma\). However, this does not contradict Theorem 3 because \(\mathbb{P}(X) = 0\), under Assumption 2.

**Concluding Remarks.**

We have shown that arbitrary networks consisting of all coordinating or all anti-coordinating agents who update with asynchronous best responses will reach equilibrium in finite time. Moreover, when updates are partially synchronous, we have shown that the network still almost surely reaches an equilibrium under mild conditions on the independence and randomness of agent updates. For the case of anti-coordinating agents, these results have important implications in social contexts where individuals prefer an action only if a small enough portion of neighbors are using that action, for example, deciding which route to take to avoid traffic congestion, volunteering for a dangerous but important public service position, contributing money or time toward a crowd-sourced project, etc. For coordinating agents, the results apply to social contexts where each agent prefers an action only if a sufficient
number of neighbors are using that action, for example, the spread of social behaviors, technological innovations, viral infections. Our results suggest that, in both cases, no matter how different the individuals are, which neighbors affect their decisions, or how many simultaneous decisions are made, everyone will tend to settle on a particular action with which they are satisfied. This means that the presence of cycles or nonconvergence must result from other factors such as imitation or other unmodeled effects.

in the update dynamics, or a mixture of coordinating and anti-coordinating agents. These results also open the door to characterizing the equilibria and investigating possibilities for payoff-based incentive control of the network.
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I. PROOF OF THEOREM 1

**Lemma 1.** Every network of anti-coordinating agents who update asynchronously under Assumption 1, with agree or agree-to-disagree: Networks of Conforming or Non-Conforming Individuals Tend to Reach Satisfactory

Proof: Let \( \hat{n}_i^A \) denote the maximum number of \( A \)-neighbors of agent \( i \) that will not cause agent \( i \) to switch to \( B \) when playing \( A \). Define the function \( \Phi(k) = \sum_{i=1}^{n} \Phi_i(k) \), where

\[
\Phi_i(k) = \begin{cases} 
    n_i^A(k) - \hat{n}_i^A & \text{if } x_i(k) = A \\
    \hat{n}_i^A + 1 - n_i^A(k) & \text{if } x_i(k) = B 
\end{cases}
\]

\( \Phi(k) \) is clearly lower bounded by \( \Phi(k) \geq -\sum_{i=1}^{n} \text{deg}_i \) for all \( k \). Consider a time step \( k \), and let \( i \) denote the index of the active agent at that time. One of the following three cases must happen:

1) Agent \( i \) does not switch strategies at time \( k + 1 \). This implies \( \Phi(k + 1) = \Phi(k) \).

2) Agent \( i \) switches from \( A \) to \( B \) at time \( k + 1 \). This implies \( n_i^A(k) \leq \hat{n}_i^A + 1 \). Then, since \( n_i^A(k) = n_i^A(k + 1) \), we have

\[
\Phi_i(k + 1) - \Phi_i(k) = \hat{n}_i^A + 1 - n_i^A(k) - n_i^A(k) + \hat{n}_i^A = 2(\hat{n}_i^A - n_i^A(k)) + 1 \leq -1. 
\]

Moreover, for each \( j \in N_i \), if \( x_j(k) = A \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = n_j^A(k + 1) - \hat{n}_j^A - n_j^A(k) + \hat{n}_j^A = -1, 
\]

and if \( x_j(k) = B \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = -n_j^A(k + 1) + n_j^A(k) = 1. 
\]

According to (2), the fact that agent \( i \) switches from \( A \) to \( B \) at time \( k + 1 \) implies \( n_i^A(k) \geq \frac{1}{2} \text{deg}_i \), regardless of how \( z_i \) is defined. Hence, by combining (3), (4), and (5), we have

\[
\Phi(k + 1) - \Phi(k) \leq \sum_{j \in N_i \cup \{i\}} \Phi_j(k + 1) - \Phi_j(k) = \Phi_i(k + 1) - \Phi_i(k) - n_i^A(k) + (\text{deg}_i - n_i^A(k)) \leq -1. 
\]

3) Agent \( i \) switches from \( B \) to \( A \) at time \( k + 1 \). This implies \( n_i^A(k) \leq \hat{n}_i^A \). Hence,

\[
\Phi_i(k + 1) - \Phi_i(k) = 2(n_i^A(k) - \hat{n}_i^A) - 1 \leq -1. 
\]

Moreover, for each \( j \in N_i \), if \( x_j(k) = A \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = n_j^A(k + 1) - n_j^A(k) = 1, 
\]

and if \( x_j(k) = B \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = -n_j^A(k + 1) + n_j^A(k) = -1. 
\]
According to (2), the fact that agent $i$ switches from $B$ to $A$ at time $k + 1$ implies $n_A^i(k) \leq \frac{1}{2} \deg_i$, regardless of how $z_i$ is defined. Hence, by combining (7), (8), and (9), we have
\[
\Phi(k + 1) - \Phi(k) = \Phi_i(k + 1) - \Phi_i(k) + n_A^i(k) - (\deg_i - n_A^i(k)) \leq -1.
\]
By summarizing the above three cases, we have that
\[
\Phi(k + 1) \leq \Phi(k) \quad \forall k \geq 0.
\]
Moreover, we have shown that every time an agent switches strategies, the function $\Phi(k)$ decreases by at least one. The case where all thresholds are equal to $\frac{1}{2}$ is thus a generalized ordinal potential game, by the definition given in [1]. However, as shown in [2], this does not necessarily imply convergence to an equilibrium. Hence, we complete the proof by contradiction.

Assume that the network does not reach an equilibrium in finite time. Hence, at every time step $k = 0, 1, \ldots$, there exists an agent $i$ whose strategy violates its threshold. Denote by $k$ the first time after $k$ at which agent $i$ is active. The existence of $k$ is guaranteed by Assumption 1. At time $k$, agent $i$’s threshold either remains unviolated, implying the agent will switch strategies at time $k + 1$, or is no longer violated, implying that some neighbors have changed their strategies during the time interval $[k+1, k]$. Hence, at least one switch occurs in each interval $I_k = [k + 1, k + 1]$. Now consider the sequence of intervals $I_k, I_{k+1}, \ldots$ where the indices $k_j, j = 1, 2, \ldots$, are such that $k_j + 1 > k_j + 1$. This sequence is infinite, and the intersection of each pair of intervals from the sequence is empty. Therefore, an infinite number of switches occur in the network over time. Namely, there exists an infinite time sequence $(k^j)_{j=1}^\infty$, $k^j \in I_j$, such that an agent switches strategies at each $k^j$. Hence, either Case 2 or 3 occurs at each $k^j$, resulting in $\Phi(k^j + 1) = \Phi(k^j) - 1$. Hence, in view of (10),
\[
\Phi(k) \leq \Phi(k^j) - 1 \quad \forall k \geq k^j + 1.
\]
Since (11) holds for all $j = 1, 2, \ldots$, we get that
\[
\Phi(k) \leq \Phi(k^j) - j \quad \forall k \geq k^j + 1 \quad \forall j \in \mathbb{N}.
\]
The above inequality implies that $\Phi$ is not lower bounded, which is a contradiction. Hence, the proof is complete.

We define the augmented network game $\hat{\Gamma} := (\hat{G}, \hat{\epsilon}, \hat{\tau})$ based on $\Gamma$ as follows. Let $\hat{G} = (\hat{V}, \hat{E})$. Define a V-block as a triplet of nodes $\{v_1, v_2, v_3\} \subseteq \hat{V}$ along with the edges $\{\{v_1, v_2\}, \{v_1, v_3\}\} \subseteq \hat{E}$. For each agent $i \in \hat{V}$, we introduce a dual agent $\hat{i}$ with the same initial strategy, i.e., $x_\hat{i}(0) = x_i(0)$, and with $z_\hat{i} = z_i$. Corresponding to each dual agent $\hat{i}$, there are $m_i$ number of V-blocks in $\hat{G}$ such that the $v_1$-node of each block is connected to $\hat{i}$, with $m_i$ being defined as follows: if $\tau_i = \frac{1}{2}$, then $m_i = 0$; otherwise, $m_i$ depends on which one of the following three conditions on $\tau_i$ holds:
\[
m_i = \begin{cases} 
(1 - 2\tau_i) \deg_i & \text{if } \tau_i \deg_i \in \mathbb{Z} \\
(\deg_i - r - 1) & \exists r \in 2\mathbb{Z}: \frac{r}{2} < \tau_i \deg_i < \frac{r + 1}{2} \\
(\deg_i - r) & \exists r \in 2\mathbb{Z} + 1: \frac{r}{2} \leq \tau_i \deg_i < \frac{r + 1}{2}
\end{cases}
\]
where $2\mathbb{Z}$ and $2\mathbb{Z} + 1$ denote the set of even and odd numbers, respectively. If $\tau_i < \frac{1}{2}$, then the initial strategies of each V-block connected to the dual agent $\hat{i}$ are $x_{v_1}(0) = A$ and $x_{v_2}(0) = x_{v_3}(0) = B$; and if $\tau_i > \frac{1}{2}$, then $x_{v_1}(0) = B$ and $x_{v_2}(0) = x_{v_3}(0) = A$. In total, $\hat{V}$ has $n + \sum_{i=1}^n m_i$ agents, the thresholds of all of which are set to $\frac{1}{2}$. For $\hat{\epsilon}$, in addition to the edges for the V-blocks, there is an edge between any two dual agents $\hat{i}$ and $\hat{j}$ in $\hat{V}$, if and only if there is an edge between $i$ and $j$ in $\hat{V}$.

**Lemma 2.** The strategy of each V-block agent is fixed over time.

**Proof:** We prove by contradiction. Assume there exists some time when the strategy of one of the V-block agents changes. Let $r$ denote the first time this happens, and denote the V-block agent who changes her strategy by
i. If \( i \) is a \( v_1 \)-node and \( x_i(0) = A \), then \( x_i(r-1) = A \) and \( x_i(r) = B \). Agent \( i \) has two neighbors in the \( V \)-block who each play strategy \( B \) at time \( r-1 \). Since \( \deg_i = 3 \), we have

\[
\begin{align*}
  n_i^A(r-1) &\leq 1, \\
  \tau_i \deg_i = \frac{3}{2}
\end{align*}
\]

which is a contradiction. If \( x_i(0) = B \), then agent \( i \) has two \( A \)-neighbors in the \( V \)-block and \( x_i(r) = A \). It follows that

\[
\begin{align*}
  n_i^A(r-1) &\geq 2, \\
  \tau_i \deg_i = \frac{3}{2}
\end{align*}
\]

again a contradiction. Now if \( i \) is either a \( v_2 \) or a \( v_3 \) node, and \( x_i(0) = A \), then \( x_i(r-1) = A \), and \( i \) has only one neighbor, \( v_1 \), whose strategy is \( B \) at time \( r-1 \). Hence,

\[
\begin{align*}
  n_i^A(r-1) &= 0, \\
  \tau_i \deg_i = 1/2
\end{align*}
\]

a contradiction. If on the other hand, \( x_i(0) = B \), then

\[
\begin{align*}
  n_i^A(r-1) &= 1, \\
  \tau_i \deg_i = 1/2
\end{align*}
\]

which is a contradiction and completes the proof.

The following lemma takes the first step towards establishing equivalence of the dynamics between the original and augmented network games. In particular, we need to show that the thresholds of \( 1/2 \) in the augmented network will be satisfied (respectively violated) whenever the thresholds of the corresponding agents in the original network are satisfied (respectively violated).

**Lemma 3.** Let \( n_i^A \) denote an instance of \( n_i^A(k) \) for some agent \( i \). If \( \tau_i < \frac{1}{2} \), then

\[
\text{sign}(n_i^A - \tau_i \deg_i) = \text{sign}\left(n_i^A + m_i - \frac{1}{2}(\deg_i + m_i)\right),
\]

and if \( \tau_i > \frac{1}{2} \), then

\[
\text{sign}(n_i^A - \tau_i \deg_i) = \text{sign}\left(n_i^A - \frac{1}{2}(\deg_i + m_i)\right).
\]

**Proof:** First consider the situation when \( \tau_i < \frac{1}{2} \). In general, one of the following cases takes place:

1) \( \tau_i \deg_i \in \mathbb{Z} \): If \( n_i^A = \tau_i \deg_i \), using (12) we have

\[
n_i^A = \frac{1}{2}(\deg_i - m_i) \Rightarrow n_i^A + m_i = \frac{1}{2}(\deg_i + m_i).
\]

The cases \( n_i^A < \tau_i \deg_i \) and \( n_i^A > \tau_i \deg_i \) can be shown using the same approach, which verifies (13) for this case.

2) \( \exists r \in 2\mathbb{Z} : \frac{r}{2} \leq \tau_i \deg_i < \frac{r+1}{2} \): Here, \( \tau_i \deg_i \notin \mathbb{Z} \) implies that \( n_i^A \neq \tau_i \deg_i \), so we need only to check the inequality cases. Using (12), \( n_i^A > \tau_i \deg_i \) implies

\[
\begin{align*}
  n_i^A > \frac{r}{2}, \\
  \frac{r}{2}, n_i^A \in \mathbb{Z}
\end{align*}
\]

\[
\Rightarrow n_i^A \geq \frac{r}{2} + 1 = \frac{1}{2}(\deg_i - m_i) + \frac{1}{2}
\]

\[
\Rightarrow n_i^A + m_i > \frac{1}{2}(\deg_i + m_i),
\]

\[
\text{sign}(n_i^A) = \text{sign}\left(n_i^A + m_i - \frac{1}{2}(\deg_i + m_i)\right).
\]
and \( n_i^A < \tau_i \deg_i \) implies
\[
n_i^A < \frac{r + 1}{2} = \frac{1}{2}(\deg_i - m_i)
\]
\( \iff n_i^A + m_i < \frac{1}{2}(\deg_i + m_i). \)

Hence, (13) is confirmed for this case.

3) \( \exists r \in 2\mathbb{Z} + 1 : \frac{r}{2} \leq \tau_i \deg_i < \frac{r + 1}{2} \): Again, \( \tau_i \deg_i \notin \mathbb{Z} \) implies that \( n_i^A \neq \tau_i \deg_i \). Then \( n_i^A > \tau_i \deg_i \) implies
\[
n_i^A > \frac{r}{2} = \frac{1}{2}(\deg_i - m_i) \iff n_i^A + m_i > \frac{1}{2}(\deg_i + m_i),
\]
and \( n_i^A < \tau_i \deg_i \) implies
\[
n_i^A < \frac{r + 1}{2} \quad \{ \iff n_i^A \leq \frac{r - 1}{2} - \frac{1}{2}(\deg_i - m_i) \}
\]
\( \iff n_i^A + m_i < \frac{1}{2}(\deg_i + m_i). \)

Hence, (13) holds for this case and for all \( \tau_i < \frac{1}{2} \).

If \( \tau_i > \frac{1}{2} \), then one of the following occurs:

1) \( \tau_i \deg_i \in \mathbb{Z} \): If \( n_i^A = \tau_i \deg_i \), then (12) implies \( n_i^A = \frac{1}{2}(\deg_i + m_i) \). The cases \( n_i^A < \tau_i \deg_i \) and \( n_i^A > \tau_i \deg_i \) can be shown using the same approach, which verifies (14) for this case.

2) \( \exists r \in 2\mathbb{Z} : \frac{r}{2} \leq \tau_i \deg_i < \frac{r + 1}{2} \): First, we know that \( n_i^A \neq \tau_i \deg_i \). Using (12), \( n_i^A > \tau_i \deg_i \) implies
\[
n_i^A > \frac{r}{2} + 1 = \frac{1}{2}(\deg_i + m_i) + \frac{1}{2} > \frac{1}{2}(\deg_i + m_i),
\]
and \( n_i^A < \tau_i \deg_i \) implies
\[
n_i^A < \frac{r + 1}{2} = \frac{1}{2}(\deg_i + m_i) \iff n_i^A < \frac{1}{2}(\deg_i + m_i).
\]

Hence, (14) holds for this case.

3) \( \exists r \in 2\mathbb{Z} + 1 : \frac{r}{2} \leq \tau_i \deg_i < \frac{r + 1}{2} \): Once again, we know that \( n_i^A \neq \tau_i \deg_i \). Using (12), \( n_i^A > \tau_i \deg_i \) implies
\[
n_i^A > \frac{r}{2} = \frac{1}{2}(\deg_i + m_i),
\]
and \( n_i^A < \tau_i \deg_i \) implies
\[
n_i^A \leq \frac{r - 1}{2} = \frac{1}{2}(\deg_i + m_i) - \frac{1}{2} < \frac{1}{2}(\deg_i + m_i).
\]

Hence, (14) holds for this case and for all \( \tau_i > \frac{1}{2} \), which completes the proof.

Next, we show in Lemma 4 that if whenever an agent in \( \mathbb{G} \) activates, its dual in \( \hat{\mathbb{G}} \) also activates (while neglecting the time steps that a \( V \)-block agent is active), then the dynamics of each node in \( \mathbb{G} \) are the same as the dynamics of its dual node in \( \hat{\mathbb{G}} \) (again while neglecting the time steps that a \( V \)-block agent is active).

Consider the network \( \mathbb{G} \) and let \( i^k_{G} \) denote the active agent at time \( k \). Correspondingly, denote by \( (i^k_{G})_{k=0}^{\infty} \), the sequence of active agents in \( \mathbb{G} \). Similarly define \( (i^k_{\hat{G}})_{k=0}^{\infty} \) as the sequence of active agents in \( \hat{\mathbb{G}} \). Consider \( (i^k_{G})_{k=0}^{\infty} \) and exclude those agents \( i^k_{G} \) that belong to one of the \( V \)-blocks, to get the subsequence \( (i^k_{\hat{G}})_{k=0}^{\infty} \). Denote the sequence of superscripts of \( (i^k_{G})_{k=0}^{\infty} \) by \( (h^k_{G})_{k=0}^{\infty} \) which corresponds to the times at which the non-\( V \)-block agents in \( \mathbb{G} \) are active.

**Lemma 4.** If \( (i^k_{G})_{k=0}^{\infty} = (i^k_{\hat{G}})_{k=0}^{\infty} \) then for \( k = 0, 1, \ldots \), it holds that
\[
x_i(k) = x_i(h_k) \quad \forall i \in \mathcal{V},
\]
(15)
where \( \hat{i} \in \hat{\mathcal{V}} \) is the dual of agent \( i \).

**Proof:** The proof is done via induction on \( k \). By the definition of \( \hat{\mathcal{G}} \), (15) holds for \( k = 0 \). Assume that (15) holds for \( k = r \in \mathbb{Z}_{\geq 0} \).

Consider agent \( i_r^* \) and its dual \( \hat{i}_r^* \) whose threshold and degree are \( \frac{1}{2} \) and \( \deg_i + m_i \), respectively. Agent \( i_r^* \) updates at time \( k = r + 1 \), and agent \( \hat{i}_r^* \) updates at \( \hat{k}_r = h_r + 1 \) where \( \hat{k}_r \) denotes the time in the augmented network game \( \hat{\Gamma} \). If \( \tau_i = \frac{1}{2} \), then both agents have the same threshold and number of \( A \)-neighbors. Hence, they update to the same strategy at the next time step. If \( \tau_i < \frac{1}{2} \), then in view of Lemma 2 and since (15) holds for \( k = r \), \( i_r^* \) has \( n^A_i(r) + m_i \) \( A \)-neighbors. Therefore, according to (13) in Lemma 3, \( i_r^* \) updates to the same strategy that \( \hat{i}_r^* \) does.

On the other hand, if \( \tau_i > \frac{1}{2} \), then \( i_r^* \) has \( n^A_i(r) \) \( A \)-neighbors. Hence, according to (14) in Lemma 3, \( i_r^* \) updates to the same strategy that \( \hat{i}_r^* \) does. Therefore, in all cases, agent \( i_r^* \) updates to the same strategy that agent \( \hat{i}_r^* \) does.

That is,

\[
x_{i_r^*}(r + 1) = x_{i_r^*}(h_r + 1).
\]

On the other hand, since no other agent has become active at times \( h_r \) or \( r \),

\[
x_i(r + 1) = x_i(r) \quad \forall i \in \mathcal{V} - \{i_r^*\},
\]

(17)

\[
x_i(h_r + 1) = x_i(h_r) \quad \forall i \in \mathcal{V} - \{i_r^*\}.
\]

(18)

Due to the induction statement for \( k = r \), it holds that \( x_i(r) = x_i(h_r) \) for all \( i \in \mathcal{V} - \{i_r^*\} \). Hence, (17) and (18) result in

\[
x_i(r + 1) = x_i(h_r + 1) \quad \forall i \in \mathcal{V} - \{i_r^*\}.
\]

There are, hence, according to (16),

\[
x_i(r + 1) = x_i(h_r + 1) \quad \forall i \in \mathcal{V}.
\]

(19)

Now since at each of the time steps \( h_r + 1, h_r + 2, \ldots, h_{r+1} - 1 \), the active agent is a \( V \)-block agent whose strategy remains fixed by Lemma 2, (19) results in

\[
x_i(r + 1) = x_i(h_{r+1}) \quad \forall i \in \mathcal{V}.
\]

Hence, (15) holds for \( k = r + 1 \), which completes the proof by induction.

The remaining step in proving Theorem 1 is to show that agents with arbitrary thresholds will indeed reach an equilibrium state in finite time.

**Proof of Theorem 1:** Towards a proof by contradiction, suppose that the original network game never converges, i.e., there exists an agent \( j \in \mathcal{V} \) such that

\[
\forall k^*, \exists k > k^* : x_j(k) \neq x_j(k^*).
\]

Construct the sequence of active agents \((i_r^*)_{k=0}^\infty \) by inserting an agent \( \hat{i} \) uniformly at random from the set of augmented nodes \( \hat{\mathcal{V}} - \mathcal{V} \) after every \( n \) elements of the sequence \((i_r^*)_{k=0}^\infty \). This is clearly a persistent activation sequence on the network \( \hat{\mathcal{G}} \). By Lemma 1, we know that

\[
\exists k^* : (\forall k > k^*, x_j(k) = x_j(k^*)).
\]

(20)

On the other hand, by eliminating the \( V \)-block agents in \((i_r^*)_{k=0}^\infty \), we arrive at \((\hat{i}_r^*)_{k=0}^\infty \). Hence, in view of Lemma 4, (20) implies that

\[
\exists k^* : (\forall k > k^*, x_j(k) = x_j(k^*)),
\]

which contradicts our initial statement. Therefore, \( x(k) \) will reach an equilibrium in finite time.

**II. Proof of Theorem 2**

The proof of Theorem 2 follows similar steps as the anti-coordinating case. The key difference is that the potential function becomes

\[
\Phi_i(k) = \begin{cases} 
\hat{n}_i^A - n_i^A(k) & \text{if } x_i(k) = A \\
n_i^A(k) - \hat{n}_i^A + 1 & \text{if } x_i(k) = B
\end{cases}
\]

(21)
where \( \tilde{n}_i^A \) is defined as the minimum number of \( A \)-neighbors required for an \( A \)-playing agent to continue playing \( A \). The maximum number of \( A \)-neighbors that a \( B \) agent can tolerate before switching to \( A \) is then given by \( \tilde{n}_i^A - 1 \).

As shown in the following lemma, this function also decreases by at least 1 with every change of strategy for the network game \( \Gamma := (G, \frac{1}{2}1, +) \).

**Lemma 5.** Every network of coordinating agents who update asynchronously under Assumption 1, with \( \tau_i = \frac{1}{2} \) for each agent \( i \in V \), will reach an equilibrium state in finite time.

**Proof:** Consider the function \( \Phi(k) = \sum_{i=1}^{n} \Phi_i(k) \), where \( \Phi_i \) is defined in (21). Clearly \( \Phi(k) \) is lower bounded by \( \Phi(k) \geq -\sum_{i=1}^{n} \deg_i \) for all \( k \). Consider a time step \( k \), and let \( i \) denote the active agent at that time. One of the following three cases must happen:

1) Agent \( i \) does not switch strategies at time \( k + 1 \). This implies \( \Phi(k + 1) = \Phi(k) \).

2) Agent \( i \) switches from \( A \) to \( B \) at time \( k + 1 \). This implies \( n_i^A(k) \leq \tilde{n}_i^A - 1 \). Hence, since \( n_i^A(k) = n_i^A(k + 1) \), we have

\[
\Phi_i(k + 1) - \Phi_i(k) = n_i^A(k) - \tilde{n}_i^A + 1 - n_i^A(k) + n_i^A(k) \\
= 2(n_i^A(k) - \tilde{n}_i^A) + 1 \leq -1.
\]  

(22)

Moreover, for each \( j \in N_i \), if \( x_j(k) = A \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = \tilde{n}_j^A - n_i^A(k + 1) - \tilde{n}_i^A + n_i^A(k) \\
= 1,
\]  

(23)

and if \( x_j(k) = B \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = n_i^A(k + 1) - n_i^A(k) = -1.
\]  

(24)

According to (1), the fact that agent \( i \) switches from \( A \) to \( B \) at time \( k + 1 \) implies \( n_i^A(k) \leq \frac{1}{2} \deg_i \), regardless of how \( z_i \) is defined. Hence, by combining (22), (23), and (24), we have

\[
\Phi(k + 1) \leq \Phi(k) \forall k \geq 0.
\]  

(32)

3) Agent \( i \) switches from \( B \) to \( A \) at time \( k + 1 \). This implies \( n_i^A(k) \geq \tilde{n}_i^A \). Hence,

\[
\Phi_i(k + 1) - \Phi_i(k) = 2(\tilde{n}_i^A - n_i^A(k)) - 1 \leq -1.
\]  

(26)

Moreover, for each \( j \in N_i \), if \( x_j(k) = A \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = -n_j^A(k + 1) + n_j^A(k) = -1,
\]  

(27)

and if \( x_j(k) = B \), it holds that

\[
\Phi_j(k + 1) - \Phi_j(k) = n_j^A(k + 1) - n_j^A(k) = 1.
\]  

(28)

According to (2), the fact that agent \( i \) switches from \( B \) to \( A \) at time \( k + 1 \) implies \( n_i^A(k) \geq \frac{1}{2} \deg_i \), regardless of how \( z_i \) is defined. Hence, by combining (26), (27), and (28), we have

\[
\Phi(k + 1) \leq \Phi(k) \forall k \geq 0.
\]  

(32)
Moreover, we have shown that every time an agent switches strategies, the function \( \Phi(k) \) decreases by at least one. The rest of the proof follows in the same way as that of Lemma 1.

By following the same process of constructing the network augmentation for anti-coordinating agents, we are able to extend the result of Lemma 5 to a network game with arbitrary thresholds. We define the augmented (coordinating) network game \( \hat{\Gamma} := (\hat{\mathcal{G}}, \frac{1}{2}, 1, +) \) based on the (coordinating) network game \( \Gamma \), in the same way we defined the augmented network game for anti-coordinating agents, but with the following difference: If \( \tau_i < \frac{1}{2} \), then the initial strategies of each \( V \)-block connected to the dual agent \( i \) are \( x_{v_1}(0) = x_{v_2}(0) = x_{v_3}(0) = A \), and if \( \tau_i > \frac{1}{2} \), then \( x_{v_1}(0) = x_{v_2}(0) = x_{v_3}(0) = B \). Similar to Lemma 2, the following lemma guarantees the invariance of the strategies of the \( V \)-block agents.

**Lemma 6.** The strategy of each (coordinating) \( V \)-block agent is fixed over time.

**Proof:** The proof is done via contradiction. Assume there exists some time when the strategy of one of the \( V \)-block agents changes. Let \( r \) denote the first time this happens, and denote the \( V \)-block agent who changes her strategy by \( i \). If \( i \) is a \( v_1 \)-node and \( x_i(0) = A \), then \( x_i(r - 1) = A \) and \( x_i(r) = B \). Agent \( i \) has two neighbors in the \( V \)-block who each play strategy \( A \) at time \( r - 1 \). Since \( \text{deg}_i = 3 \), we have

\[
\begin{align*}
\frac{n_i^A(r - 1) \geq 2}{\tau_i \text{ deg}_i = \frac{3}{2}} \Rightarrow n_i^A(r - 1) > \tau_i \text{ deg}_i \Rightarrow x_i(r) = A,
\end{align*}
\]

which is a contradiction. If \( x_i(0) = B \), then agent \( i \) has two \( B \)-neighbors in the \( V \)-block and \( x_i(r) = A \). It follows that

\[
\begin{align*}
\frac{n_i^A(r - 1) \leq 1}{\tau_i \text{ deg}_i = \frac{3}{2}} \Rightarrow n_i^A(r - 1) < \tau_i \text{ deg}_i \Rightarrow x_i(r) = B,
\end{align*}
\]

again a contradiction. Now if \( i \) is either a \( v_2 \) or a \( v_3 \) node, and \( x_i(0) = A \), then \( x_i(r - 1) = A \), and \( i \) has only one neighbor, \( v_1 \), whose strategy is \( A \) at time \( r - 1 \). Hence,

\[
\begin{align*}
\frac{n_i^A(r - 1) = 1}{\tau_i \text{ deg}_i = \frac{1}{2}} \Rightarrow n_i^A(r - 1) > \tau_i \text{ deg}_i \Rightarrow x_i(r) = A,
\end{align*}
\]

a contradiction. If on the other hand, \( x_i(0) = B \), then

\[
\begin{align*}
\frac{n_i^A(r - 1) = 0}{\tau_i \text{ deg}_i = \frac{1}{2}} \Rightarrow n_i^A(r - 1) < \tau_i \text{ deg}_i \Rightarrow x_i(r) = B,
\end{align*}
\]

which is a contradiction and completes the proof.

Next, since Lemma 3 is independent of the type of agents, i.e., coordinating or anti-coordinating, it can be used here as well. Moreover, because of Lemma 6, the result of Lemma 4 can be readily extended to a network of coordinating agents. With these lemmas in hand, and with the help of Lemma 5, the proof of Theorem 2 can be done in the same way as that of Theorem 1.

### III. Convergence Time: Proof of Corollary 3

**Corollary 3.** Every network of all coordinating or all anti-coordinating agents will reach an equilibrium state after no more than \( 6|\mathcal{E}| \) agent switches.

**Proof:** To compute the maximum number of times any agent switches strategies before such a network reaches an equilibrium, we consider the augmented network game \( \hat{\Gamma} \), which will undergo the same sequence of agent switches as the original network game \( \Gamma \), provided that the dual agents in \( \hat{\mathcal{V}} \) activate in the same order as the corresponding agents in \( \mathcal{V} \). From (6) in the proof of Lemma 1 and (25) in the proof of Lemma 5, we know that whenever an agent \( i \in \mathcal{V} \) switches strategies, \( \Phi(k + 1) - \Phi(k) \leq -1 \). Otherwise, \( \Phi(k) \) remains constant. It follows that the total number of agent switches in \( \hat{\Gamma} \) is bounded from above by \( \Phi(0) - \Phi(k^*) \), where \( k^* \) is the time at which the network reaches an equilibrium. To obtain such a bound, we start by decomposing the augmented network into
three disjoint sets of agents such that \( \hat{V} = \hat{V}_0 \cup \hat{V}_1 \cup \hat{V}_2 \), where \( \hat{V}_0 \) denotes the dual agents corresponding to the original agents \( V \), \( \hat{V}_1 \) denotes the set of \( v_1 \) agents in the \( V \)-blocks, and \( \hat{V}_2 \) denotes the set of \( v_2 \) and \( v_3 \) agents in the \( V \)-blocks (we refer the reader to the proof of Theorem 1 for definitions of the augmented network). We can now expand the expression for the upper bound as follows:

\[
\Phi(0) - \Phi(k^*) = \sum_{i \in V} \Phi_i(0) - \Phi_i(k^*) = \sum_{i \in \hat{V}_0} \Phi_i(0) - \Phi_i(k^*) + \sum_{i \in \hat{V}_1} \Phi_i(0) - \Phi_i(k^*) + \sum_{i \in \hat{V}_2} \Phi_i(0) - \Phi_i(k^*).
\]

(33)

Since the \( V \)-block agents never change strategies (by Lemmas 2 and 6), \( \Phi_i(k) \) is constant for all agents in \( \hat{V}_2 \). The final term in (33) is therefore equal to zero. The agents in \( \hat{V}_1 \) each have one neighbor in \( \hat{V}_0 \) who might change strategies (the other two neighbors are in \( \hat{V}_2 \) and remain fixed). Since \( n_i^A(k) \) can change by at most one for these agents, it follows that the maximum change in \( \Phi_i(k) \) for such an agent is one. Therefore, we have

\[
\sum_{i \in \hat{V}_1} \Phi_i(0) - \Phi_i(k^*) \leq \sum_{i \in \hat{V}_1} 1 = |\hat{V}_1| = \sum_{i \in V} m_i < \sum_{i \in V} \deg_i,
\]

(34)

since the size of the set \( \hat{V}_1 \) is simply the total number of \( V \)-blocks (\( m_i \) for each agent), and \( m_i < \deg_i \) due to (12). Next, we consider the set \( \hat{V}_0 \) of dual agents. For a network of anti-coordinating agents at time zero, we have for each \( \hat{i} \in \hat{V}_0 \)

\[
\Phi_i(0) = \begin{cases} 
    n_i^A(0) - \hat{n}_i^A \leq \deg_i - \frac{1}{2} \deg_i + 1 & \text{if } x_i(0) = A \\
    \hat{n}_i^A + 1 - n_i^A(0) \leq \frac{1}{2} \deg_i + 1 - 0 & \text{if } x_i(0) = B
\end{cases}
\]

where we used the facts that \( \tau_i \deg_i - 1 \leq \hat{n}_i^A \leq \tau_i \deg_i \) and that the thresholds in the augmented network \( \tau_i \) are all equal to \( \frac{1}{2} \). Similarly, for a network of coordinating agents, we have

\[
\Phi_i(0) = \begin{cases} 
    \hat{n}_i^A - n_i^A(0) \leq \frac{1}{2} \deg_i + 1 - 0 & \text{if } x_i(0) = A \\
    n_i^A(0) - \hat{n}_i^A + 1 \leq \deg_i - \frac{1}{2} \deg_i + 1 & \text{if } x_i(0) = B
\end{cases}
\]

since it holds that \( \tau_i \deg_i \leq \hat{n}_i^A \leq \tau_i \deg_i + 1 \). The result is the following upper bound:

\[
\Phi_i(0) \leq \frac{1}{2} \deg_i + 1 \text{ for all } \hat{i} \in \hat{V}_0.
\]

(35)

For a network of anti-coordinating agents at equilibrium (at time \( k^* \)), we have

\[
\Phi_i(k^*) = \begin{cases} 
    n_i^A(k^*) - \hat{n}_i^A \geq 0 - \frac{1}{2} \deg_i & \text{if } x_i(k^*) = A \\
    \hat{n}_i^A + 1 - n_i^A(k^*) \geq \frac{1}{2} \deg_i - \deg_i & \text{if } x_i(k^*) = B
\end{cases}
\]

Similarly, for a network of coordinating agents, we have

\[
\Phi_i(k^*) = \begin{cases} 
    \hat{n}_i^A - n_i^A(k^*) \geq \frac{1}{2} \deg_i - \deg_i & \text{if } x_i(k^*) = A \\
    n_i^A(k^*) - \hat{n}_i^A + 1 \geq 0 - \frac{1}{2} \deg_i & \text{if } x_i(k^*) = B
\end{cases}
\]

This yields the following lower bound:

\[
\Phi_i(k^*) \geq -\frac{1}{2} \deg_i \text{ for all } \hat{i} \in \hat{V}_0.
\]

(36)

Using (35) and (36), we can bound the change in potential for the dual agents as follows:

\[
\sum_{i \in V} \Phi_i(0) - \Phi_i(k^*) \leq \sum_{i \in V} (\deg_i + 1).
\]

For each dual agent \( \hat{i} \in \hat{V}_0 \), let \( i \) denote the corresponding original agent in \( V \). Since \( \deg_i = \deg_v + m_v \) and \( m_v < \deg_v \) due to (12), it holds that \( \deg_v \leq 2 \deg_v - 1 \). It follows that

\[
\sum_{i \in V} \Phi_i(0) - \Phi_i(k^*) \leq 2 \sum_{i \in V} \deg_v.
\]

(37)
Substituting (34) and (37) into (33) results in
\[ \Phi(0) - \Phi(k^*) \leq 3 \sum_{i \in V} \deg_i = 6|E|. \]

Finally, Lemma 4 implies that the sequence of agent switches between an original and augmented network are equivalent, as long as the dual agents activate in the same sequence as the agents in the original network. This completes the proof.

IV. PROOF OF THEOREM 3

Proof of Theorem 3: Since the updates to \( x(k+1) \) depend only on the state \( x(k) \), and since agent activations do not depend on time, the network game can be modeled as a Markov chain with dimension \( 2^n \). The state transition probabilities depend on the probabilities that each of the sets \( A_k \) will occur, along with the corresponding update dynamics. To prove almost sure convergence of the network game, it suffices to show that this Markov chain is absorbing, which requires satisfying two conditions [3, Definition 11.1, p416]. The first condition is that there exists at least one absorbing state. Absorbing states are equivalent to Nash equilibria of the network game, whose existence we have established in Corollaries 2 and 1. The second condition is that there exists a path in the Markov chain from every non-absorbing state to an absorbing state. Theorems 2 and 1 established the existence of such paths, which consist of finite sequences of asynchronous updates. It follows from Assumption 2, i.e., agent updates are independent and have support on \( \mathbb{R}_{\geq 0} \), that the probabilities of each agent being the only active agent in a given time step are strictly positive (they can be computed from the probability distributions for the inter-activation times of each agent). Therefore, both conditions are met, and the Markov chain is absorbing, which implies that the corresponding network game will almost surely reach an equilibrium state in finite time [3, Theorem 11.3, p417].
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