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Abstract

We investigate the analysis and design of a control strategy for nonlinear systems under Denial-of-Service attacks. Based on an ISS-Lyapunov function analysis, we provide a characterization of the maximal percentage of time that feedback information can be lost without resulting in instability of the system. Motivated by the presence of a digital channel we consider event-based controllers for which a minimal inter-sampling time is explicitly characterized.

1. Introduction

Motivated by interest in the analysis and control of critical infrastructures such as power networks, supply chains and transportation systems, recent years have witnessed increasing research interests in large-scale engineered systems. To achieve the prescribed control goal, these systems require exchange of information that often occurs in digital form. In turn this has triggered interest in control over communication channels. One of the topics that has stimulated broad interest is the so-called event-based control ([1]) in which sampling times are designed in real-time with the ultimate goal of saving communication resources while still guaranteeing the control goal. Event-based control has found fertile ground also in the area of cooperative control; e.g., see [2, 3].

A natural research question raises when dealing with control over a communication channel: whether or not stability properties and performance are preserved in the presence of loss of feedback information. This loss of information could be due not only to malfunctioning but also to malicious actions by an adversarial entity [4, 5]. In the latter case, the assumption on the kind of information loss should be kept to a minimum since intelligent adversaries might not follow e.g. any statistical pattern. This aspect is in contrast with other work where the loss of information is mainly due to the unreliability of the communication channel [6].

Several contributions to the topic of stability/stabilization in the presence of adversarial entities have been reported in the last few years, with main emphasis on the so-called Denial-of-Service (DoS), a class of attack strategies primarily intended to affect the timeliness of information exchange [7]. In [4, 8], the authors address the problem of security constrained optimal control for discrete-time linear systems in which packets may be jammed by a malicious adversary, and the goal is to find optimal control and attack strategies assuming a maximum number of jamming
actions over a prescribed (finite) control horizon. Similar scenarios are considered in [9], where the problem of stabilizing a discrete-time linear system under DoS is casted as a dynamic zero-sum game, and in [10] where the authors investigate the problem of designing optimal attack schedules to maximize the expected average estimation error at the remote estimator.

An alternative scenario is addressed in [11], where the authors consider the problem of stability under periodic DoS for linear sampled-data systems under state-feedback. The idea there is to identify the jamming signal so as to restrict the information exchange to the time intervals where no DoS occurs. This approach has been then extended in [12] by considering energy-constrained, but otherwise unknown DoS attacks.

In [13], we addressed afresh the problem of stability under energy-constrained, but unknown, DoS attacks within the framework of linear sampled-data systems under state-feedback. Our work differs in many aspects from the aforementioned papers: in [4, 8, 9, 10], the authors consider a pure discrete-time setting, while here we deal with sampled-data networked systems and the performance analysis is concerned with the continuous-time process state. Second, we do not formulate the problem as an optimal control design problem. The controller can be designed according to any suitable design method, robustness against DoS attacks being achieved thanks to the design of the network transmission times. Finally, we focus on nonlinear systems. Our work also differs from the one in [11, 12] since the goal is not to identify the jamming signal; rather, the goal is to determine if stabilization is possible assuming only a bound on the fraction of the time the jammer is active. The considered approach, inspired by [1], consists in a suitable logic that determines in real-time the frequency of controller updates (the sampling times) depending on the DoS occurrence. In particular, the controller in [13] enjoys the following features:

i) It ensures global exponential stability of the closed-loop system whenever the intervals over which communication is possible are predominant with respect to the intervals over which communication is denied;

ii) It allows for the state-feedback control to be designed in accordance with any control design method, robustness against DoS being achieved thanks to the sampling logic;

iii) It is resilient since the sampling rate varies depending on the DoS occurrence;

iv) It allows for an explicit characterization of convergence rate, minimal inter-sampling time, and ratios between the “active” and “sleeping” periods of DoS which do not destroy closed-loop stability;

v) It is flexible enough so as to allow the designer to choose from several implementation options that can be used to trade-off performance vs. communication resources.

The objective of this paper is to put forward the investigation of similar ideas for nonlinear systems. Although we follow the line of arguments of [13], a few of the steps we take are very peculiar to nonlinear systems, making the extension far from straightforward and deserving attention on its own right. It is shown that under certain additional conditions, which are needed to avoid finite-escape times phenomena during DoS, asymptotic stability can be still ensured. The analysis combines elements from event-based control and ISS control Lyapunov functions.

A preliminary version of the paper was presented in [14]. Compared with the latter, this paper has undergone a major reorganization of the arguments and provides a complete version of all the proofs. One of the ideas on which the results are derived, namely taking into account in the analysis the switching between stable and unstable modes is not new and has been studied for both linear [15] and nonlinear systems [16]. We stress that the main novelty of our results, which makes our contribution profoundly different from previous work, lies in the design of an event-based resilient control strategy and in the explicit characterization of the intervals during which stable and unstable modes are active as a consequence of the DoS status.

The remainder of this paper is organized as follows. In Section 2 we introduce the framework of interest and provide an overview of the problem. In Section 3, we describe the considered class of DoS attacks and provide some preliminary stability results. The main result with a characterization of the class of DoS signals under which stability is preserved is given in Section 4. In Section 5, we discuss the theoretical results as well as their practical implementation. An example is given in Section 6. Section 7 provides concluding remarks and outlines future research directions.

**Notation:** The notation for this paper is in the main standard. For a vector $x \in \mathbb{R}^n$, $\|x\|$ denotes Euclidean norm. Given a continuously differentiable function $f$, we denote by $\nabla f$ its gradient. A function $\alpha : [0, \infty) \to [0, \infty)$ is said to be of class $\mathcal{K}$ if it is continuous, strictly increasing, and $\alpha(0) = 0$. In addition, it is said to be of class $\mathcal{K}_\infty$ if $\alpha(s) \to \infty$ as $s \to \infty$. A function $\beta : [0, \infty) \times [0, \infty) \to [0, \infty)$ is said to be of class $\mathcal{KL}$ if $\beta(\cdot, t)$ is of class $\mathcal{K}$ for each fixed $t \geq 0$ and and $\beta(r, t)$ decreases to 0 as $t \to \infty$ for each fixed $r \geq 0$. Given two functions $f$ and $g$, we denote by $f \circ g$ the composite function $f(g)$. 


2. Framework

We consider nonlinear systems of the form

$$\dot{x} = f(x,u),$$

where $x \in \mathbb{R}^n$ is the state and $u \in \mathbb{R}^m$ is the control input. We assume that $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is Lipschitz continuous on compacts and satisfies $f(0,0) = 0$. We also assume that there exists a function $\psi : \mathbb{R}^n \to \mathbb{R}^m$, which is Lipschitz continuous on compacts and satisfies $\psi(0) = 0$, such that $u = \psi(x)$ renders the closed-loop system input-to-state stable (ISS) with respect to measurement errors $e$ in the sense that there exist a $C^1$ function $V : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and class $\mathcal{K}_\infty$ functions $\alpha_1, \alpha_2, \gamma$ such that

$$\alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|)$$

$$\nabla V(x)f(x,\psi(x + e)) \leq -\lambda V(x) + \gamma(\|e\|),$$

with $\lambda > 0$.

As shown in [17], the ISS property (2) does always hold whenever the closed-loop system is ISS in the classical sense [18].

The control action is implemented via a sample-and-hold device. In a nominal situation, given a sequence of times $\{t_k\}_{k \in \mathbb{N}_0}$, $t_0 := 0$, the control signal $u$ is given by $\psi(x(t_k))$ for all $t \in [t_k,t_{k+1})$, where $k \in \mathbb{N}_0$. The mechanism that generates this sequence of times will be specified in the sequel. By nominal situation is meant that at each time $t_k$ at which the actuator needs to update the control value, it correctly receives the sampled value $\psi(x(t_k))$. The focus of this paper is on a scenario that is different from the nominal one, namely one in which there might be times in the sequence $\{t_k\}_{k \in \mathbb{N}_0}$ at which the control signal cannot be updated since no information regarding $\psi(x(t_k))$ is received by the actuator. This loss of information can be caused by several factors, such as a defective communication channel or as a consequence of the action of an adversarial entity. Throughout the remainder of this note, we will refer to such a phenomenon as Denial-of-Service (DoS). Practical considerations will be discussed in some detail in Section 5.

Let $\{h_n\}_{n \in \mathbb{N}_0}$, $h_0 \geq 0$, represent the sequence of DoS on-off transitions, i.e., the sequence of time instants where the network changes from nominal to DoS status. Along with $\{h_n\}_{n \in \mathbb{N}_0}$, we consider a sequence $\{\tau_n\}_{n \in \mathbb{N}_0}$, $\tau_n \geq 0$, which specifies the duration of the $n$-th DoS status. Accordingly, we let

$$H_n = [h_n] \cup [h_n, h_n + \tau_n]$$

represent the $n$-th DoS time-interval. We assume that, during DoS, the actuator generates an input that is based on the most recently received control signal. A very similar analysis can be carried out in case the zero-input strategy is considered [6]. Given $t \in \mathbb{R}_{\geq 0}$, we denote by $\Theta(t)$ the set of all successful transmissions over the interval $[0,t]$. The control signal applied to the process at each time can be therefore expressed in compact form as

$$u(t) = \psi(x(t_{\Theta(t)}))$$

where

$$k(t) := \begin{cases} -1, & \text{if } \Theta(t) = 0 \\ \sup \{ k \in \mathbb{N} \mid t_k \in \Theta(t) \}, & \text{otherwise} \end{cases}$$

Notice that $h_0 = 0$ implies $k(0) = -1$, which raises the question of assigning a value to the control input when communication is not possible at the process start-up. In this respect, we assume that when $h_0 = 0$ then $u(0) = 0$, and we let $x(t_{-1}) := 0$ for notational consistency.

2.1. Problem overview

The problem of interest is that of finding sampling logics that preserve stability despite the occurrence of DoS periods, while ensuring inter-sampling times bounded away from zero. In this respect, the result to follow will be centered around the following definitions.
Definition 1. System $\Sigma$ composed of (1) in closed-loop with (4) is said to have a globally asymptotically stable (GAS) origin if there exists a function $\beta$ of class $\mathcal{KL}$ such that $||x(t)|| \leq \beta(||x(0)||, t)$ for all $t \in \mathbb{R}_{\geq 0}$ and all $x(0) \in \mathbb{R}^n$. ■

Definition 2. Consider system $\Sigma$ composed of (1) in closed-loop with (4). $\Sigma$ is said to have a finite $\delta$-rate if for any $\delta$ there exists a positive number $\varepsilon_\delta = \delta(B_\delta) \in \mathbb{R}_{>0}$ with $B_\delta$ the open ball of radius $\delta$ centered around the origin, such that, for any solution to $\Sigma$ that belongs to $B_\delta$, it holds that $\Delta_k := t_{k+1} - t_k \geq \varepsilon_\delta$ for all $k \in \mathbb{N}_0$. ■

By “solution to $\Sigma$” we mean any absolutely continuous function $x$ satisfying $\dot{x}(t) = f(x(t), \psi(x(t), \alpha_1))$ for almost all $t \in \mathbb{R}_{\geq 0}$ in some maximal interval of definition. Later, we will impose conditions on $f, \psi, \alpha_1$ and $\gamma$ so that the solutions exist globally for positive time [19].

3. Preliminary analysis

In this section, we provide a preliminary analysis of the problem under consideration along with some intermediate results.

3.1. Standing assumptions

In general, the uncontrolled system (1) (i.e., with $u = 0$) might have unstable dynamics and also exhibit finite-escape times. This indicates two facts: (i) the duration of a DoS cannot be arbitrarily large; and (ii) conditions on the process dynamics must make sure that no finite-escape time occurs whenever the system evolves under out-of-date control samples.

As for (i), the main question to be addressed is that of determining the amount of DoS that a system can tolerate before undergoing instability. In this respect, it is simple to see that such an amount is not arbitrary, and that suitable conditions must be imposed on both DoS frequency and duration. As for the former, it is straightforward to verify that if the rate of DoS off/on transitions is allowed to be arbitrary, then stability can be lost irrespective of the sampling logic adopted because all communication attempts can be denied, no matter how fast is the sampling rate. Likewise, in order to get stability, the duration of the DoS status must be a suitable fraction of time. The following assumptions formalize the foregoing considerations. It is worth noting that such conditions do only constrain DoS frequency and duration in an average sense. No conditions are instead imposed on the DoS “structure”: DoS is allowed to occur aperiodically, and the duration of any two different DoS intervals need not be equal to one another.

Assumption 1. (DoS frequency). Let $n(t)$ denote the number of DoS off/on transitions on the semi-open interval $[0, t]$. There exist $\eta \in \mathbb{R}_{\geq 0}$ and $\tau_D \in \mathbb{R}_{>0}$ such that

$$n(t) \leq \eta + t/\tau_D$$

for all $t \in \mathbb{R}_{\geq 0}$. ■

Assumption 2. (DoS duration). Let $\Xi(t) := \bigcup_{n \in \mathbb{N}_0} H_n \cap [0, t]$ denote the total interval of DoS over $[0, t]$. There exist $\kappa \in \mathbb{R}_{\geq 0}$ and $T \in \mathbb{R}_{>1}$ such that

$$|\Xi(t)| \leq \kappa + t/T$$

for all $t \in \mathbb{R}_{\geq 0}$. ■

Remark 1. In Assumption 1, the term “frequency” stems from the fact that $\tau_D$ provides a measure of the dwell-time between any two consecutive DoS intervals. In particular, (6) yields a bound on the “average” dwell-time between consecutive DoS intervals, in agreement with the notion introduced in [20]. This property is ensured by the term $\eta$. In fact, this term allows for DoS to occasionally occur at a rate faster than $1/\tau_D$; however, when $t$ is sufficiently large (hence $t/\tau_D$ is predominant compared with $\eta$) then the frequency of DoS is upper bounded by $1/\tau_D$. Assumption 2 provides a natural counterpart of Assumption 1 with respect to the DoS duration. In particular, in Assumption 2, the term “duration” refers to the fact that $1/T$ provides a measure of the fraction of time over which communication is denied (fraction since $T > 1$). Like $\eta$, the constant $\kappa$ plays the role of a regularization term so that $t/T$ should be interpreted as “average” DoS duration. The considered assumptions make it possible to capture many different types of DoS attacks. A discussion on this point is given in Section 5.2. ■
As for (ii), the assumptions that follow guarantees that, whenever the process evolves under out-of-date control due to DoS, the trajectories cannot blow up in a finite time. A formal proof of this implication is given in Section 3.3 (Lemma 2), where it shown that under Assumption 3 and 4 the growth of $V$ is always at most exponential. It is worth noting that such assumptions are always satisfied when the process dynamics are linear.

**Assumption 3.** The functions $f, \psi,$ and $\alpha^{-1} \circ \gamma$ are Lipschitz continuous on compacts.

**Assumption 4.** There exists $\mu \in \mathbb{R}_{> 0}$ such that

$$\gamma(4r) \leq \mu \alpha_1(r)$$

for all $r \in \mathbb{R}_{\geq 0}$.

3.2. Sampling logic

Given the stated assumptions, one expects that stability is not destroyed if the intervals over which communication is possible are predominant with respect to the intervals over which communication is denied. However, proving this fact is far from straightforward within the classical framework of nonlinear sampled-data systems [21, 22, 23, 24]. As shown next, the use of aperiodic sampling strategies as introduced in [1] provides a convenient framework to work with, in terms of both ease of analysis and effectiveness. As will become clear in the sequel, modifications to the strategy considered in [1] turn out to be necessary in order to account for the presence of DoS.

Consider system (1) in closed-loop with (4). Let

$$e(t) := x(t_{k+1}) - x(t), \quad t \in \mathbb{R}_{\geq 0}$$

be the measurement error induced by the sampling. By hypothesis $u$ renders the closed-loop ISS and, hence, satisfies the second of (2) with respect to $e$ in (9). Consider next the following (prototypical) sampling logic:

1) **Sampling mode under nominal status.** If $t_k$ does not belong to a DoS interval, then the next sampling instant $t_{k+1}$ is defined as

$$\inf \{t > t_k : \gamma(4\|e(t)\|) > \lambda(1 - c) V(x(t))\},$$

where $c \in [0, 1]$;

2) **Sampling mode under DoS status.** If $t_k$ belongs to some DoS interval, then the next sampling instant is defined as any $t_{k+1}$ satisfying

$$\Delta_k \in [\underline{\Delta}, \bar{\Delta}],$$

where $\Delta \in \mathbb{R}_{>0}$ and $\bar{\Delta} \in \mathbb{R}_{\geq 0}$.

Following [1], it is straightforward to verify that, in the absence of DoS, sampling mode 1) guarantees that $\Sigma$ has a GAS origin (cf. next Lemma 2). This can be indeed seen from the fact that (10) induces a dissipation inequality in the second of (2). However, in the presence of DoS, inequality $\gamma(4\|e(t)\|) \leq \lambda(1 - c) V(x(t))$ can be violated, and $\{t_k\}_{k \in \mathbb{N}_0}$ can result in an accumulation point. Sampling mode 2) is precisely introduced so as to avoid this situation, where $\Delta$ is strictly positive in order to ensure that the inter-sampling times are bounded away from zero.

3.3. Key lemmas

Implementation details and variants of this sampling logic will be discussed in Section V. At this stage, it is convenient to focus the attention on the properties of the sampling logic that are central to the stability analysis. To begin with, we consider the $\delta$-rate property of the closed-loop system. We then provide a characterization of the behavior of the Lyapunov function under nominal and DoS status, respectively. These two properties will be exploited in Section IV to analyze the overall closed-loop behavior.
Lemma 1. Let \( \Sigma \) be the control system composed of (1) and (4), where the sampling instants are generated by (10)-(11). Suppose that Assumption 3 holds true. For any given \( \delta \in \mathbb{R}_{>0} \), let \( L_\delta \) be the Lipschitz constant of \( f_\delta : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) on \( \mathcal{B}_\delta \times \mathcal{B}_\delta \), where \( f_\delta(x, e) = f(x, \psi(x + e)) \), and let \( M_\delta \) be the Lipschitz constant of \( g : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) on \( \mathcal{B}_\delta \), where
\[
g(v) := \alpha^{-1}_1\left( \frac{1}{\lambda(1 - c)} \gamma(4\|v\|) \right).
\]
Then, \( \Sigma \) has a finite \( \delta \)-rate given by
\[
e_\delta = \min\{\Delta, 1/(L_\delta(1 + M_\delta))\}.
\]

Proof. Consider any interval \([0, \tau], \tau \in \mathbb{R}_{\geq 0}\), for which the solution to \( \Sigma \) belongs to \( \mathcal{B}_\delta \). Pick any \( t_k \in [0, \tau] \). Suppose first that \( t_k \) belongs to a DoS interval. It follows from (11) that \( \Delta_k \geq \Delta \). Suppose next that \( t_k \) does not belong to a DoS interval. Since by hypothesis \( x \in \mathcal{B}_\delta \), then \( e \in \mathcal{B}_{2\delta} \). In addition, \( \|g(e)\| \leq M_\delta\|e\| \) for all \( e \in \mathcal{B}_{2\delta} \). Hence, the next sampling time \( t_{k+1} \) generated by (10) is not smaller than the sampling time that would be generated by the triggering rule \( \inf\{t > t_k : M_\delta\|e(t)\| > \|x(t)\|\} \). Along the same lines as in [1, Theorem III.1], Assumption 3 guarantees that \( \Delta_k \geq 1/(L_\delta(1 + M_\delta)) \). This concludes the proof.

As for the characterization of the Lyapunov function under nominal and DoS status, we have the following result.

Lemma 2. Let \( \Sigma \) be the control system composed of (1) and (4), where the sampling instants are generated by (10)-(11). Suppose that Assumptions 3 and 4 hold true. Also suppose that the solution to \( \Sigma \) exists up to a certain sampling time \( t_k \), where \( k \in \mathbb{N}_{\geq 0} \). Then, the solution to \( \Sigma \) exists up to \( t_{k+1} \). Moreover, the Lyapunov function is such that:

i) If \( t_k \) does not belong to a DoS interval,
\[
V(x(t)) \leq e^{-\alpha_1(t-t_k)}V(x(t_k))
\]
for all \( t \in [t_k, t_{k+1}) \), where \( \omega_1 := c\lambda \).

ii) If \( t_k \) belongs to a DoS interval,
\[
V(x(t)) \leq e^{\alpha_2(t-t_{k+1})}V(x(t_{k+1}))
\]
for all \( t \in [t_{k+1}, t_{k+2}) \), where \( \omega_2 := \lambda(1 - c) + 2\mu \).

Proof. First notice that a sufficient condition for the existence of the solutions up to \( t_{k+1} \) is that: i) there exists a positive constant \( \epsilon \) such that \( \Delta_k \geq \epsilon \); and ii) the solutions have no finite-escape time over \([t_k, t_{k+1})\]. Assume first that \( t_k \) does not belong to a DoS interval. Hence, it follows from (10) that (13) holds true for all \([t_k, t_{k+1})\]. Moreover, since the solution exists up to \( t_k \), then \( x(t_k) \) is finite, and \( \|x(t)\| \leq \alpha^{-1}_1(V(x(t_k))) \) for all \([t_k, t_{k+1})\]. By Lemma 1, this implies that \( \Delta_k \geq 1/(L_\delta(1 + M_\delta)) \), where \( \delta := \alpha^{-1}_1(V(x(t_k))) \).

Assume next that \( t_k \) belongs to a DoS interval. In this case we have \( \Delta_k \geq \Delta \) by construction. We now prove (14). First notice that the claim trivially holds if \( k(t_k) = -1 \), i.e., if no successful sampling occurred up to time \( t_k \). In fact, under such circumstances, the second of (2) yields
\[
\dot{V}(x(t)) = -\lambda V(x(t)) + \gamma(\|x(t)\|)
\]
for all \( t \in [0, t_{k+1}) \). By Assumption 4 and the first of (2) we then have \( \gamma(\|x(t)\|) \leq \mu V(x(t)) \). The claim follows simply by noting that \( -\lambda + \mu < -\lambda c + \mu < \omega_2 \). Suppose next that \( k(t_k) \neq -1 \), i.e., a successful sampling occurred before \( t_k \). By construction,
\[
\|e(t)\| \leq \frac{1}{4}\gamma^{-1}(\lambda(1 - c)V(x(t)))
\]
for all \( t \in [t_{k+1}, t_{k+2}) \), where \( t_{k+1} \) is included by continuity of \( V \) and the fact that also \( e \) is continuous at \( t_{k+1} \) because \( x \) is continuous and \( e \) is not reset at \( t_{k+1} \). We then have
\[
\|x(t_{k+1})\| \leq \|x(t_{k+1})\| + \|e(t_{k+1})\|
\]
\[
\leq \|x(t_{k+1})\| + \frac{1}{4}\gamma^{-1}(\lambda(1 - c)V(x(t_{k+1})))
\]
\[
\leq \frac{1}{4}\gamma^{-1}(\mu V(x(t_{k+1})))
\]
\[
+ \frac{1}{4}\gamma^{-1}(\lambda(1 - c)V(x(t_{k+1})))
\]
\[
= \frac{1}{4}\gamma^{-1}(\lambda(1 - c)V(x(t_{k+1})))
\]
where the first inequality follows from the triangular inequality, the second inequality follows from (15), and the third inequality follows from the first of (2) and Assumption 4.

We can finalize the proof. Recall that, given a class $\mathcal{K}_\infty$ function $\gamma$ and two non-negative reals $a$ and $b$, it holds that $\gamma(a+b) \leq \gamma(2a) + \gamma(2b)$. Hence, bearing in mind that by definition $e(t) = x(t_{k+1}) - x(t)$ for all $t \in [t_{k+1}, t_{k+1+1})$, 

$$
\gamma(||e(t)||) \leq \gamma(2||x(t_{k+1})||) + \gamma(2||x(t)||) 
\leq (\lambda(1-c) + \mu)V(x(t_{k+1})) + \gamma(2||x(t)||) 
\leq (\lambda(1-c) + \mu)V(x(t_{k+1})) + \mu V(x(t)) 
$$

for all $t \in [t_{k+1}, t_{k+1+1})$, where the second inequality follows from (16) and the property $\gamma(a+b) \leq \gamma(2a) + \gamma(2b)$, while the third inequality follows from Assumption 4.

By the second of (2) we then have $V(x(t)) \leq \omega_2 \max\{V(x(t_{k+1})), V(x(t))\}$, for all $t \in [t_{k+1}, t_{k+1+1})$, from which (14) is proven. In fact, consider the differential equation $\dot{v}(t) = \omega_2 \max\{v(t_{k+1}), v(t)\}$ over the interval $[t_{k+1}, t_{k+1+1})$, with $v(t_{k+1}) = V(x(t_{k+1}))$. Then $\dot{v}(t) = e^{\omega_2(t-t_{k+1})}v(t_{k+1})$ for all $t \in [t_{k+1}, t_{k+1+1})$, from which $V(x(t)) \leq e^{\omega_2(t-t_{k+1})}V(x(t_{k+1}))$ as claimed.

4. Main results

The results of the previous section can be explained in words as follows: if a transmission is successful, then the Lyapunov function decreases until the next sampling (part i) of Lemma 2); if instead a transmission is not successful, then the Lyapunov function may increase, and a characterization of the growth of the Lyapunov function can be given directly in terms of consecutive unsuccessful transmissions (part ii) of Lemma 2). By Lemma 2, a quantification of the convergence/divergence rate is available in both cases. Overall, the closed-loop dynamics can be therefore viewed as those of a hybrid system which switches between stable and unstable modes.

Let $[t_k, t_k+1) \in \mathbb{Z}_+$ be the subsequence of unsuccessful sampling times, and define

$$
\Lambda(t) \coloneqq \bigcup_{k \in \mathbb{Z}_+} [t_k, t_k+1 + \Delta_k] \cap [0, t).
$$

In words, $\Lambda(t)$ coincides with the set of time instants where the Lyapunov function may increase. Let now $\Lambda^c(t) \coloneqq [0, t] \setminus \Lambda(t)$. By Lemma 2, we have that, as long as the solutions to $\Sigma$ exist, the Lyapunov function satisfies

$$
V(x(t)) \leq e^{-\omega_2|\Lambda^c(t)|} e^{\omega_2|\Lambda(t)|} V(x(0)) 
= e^{-\omega_2|\Lambda^c(t)|} e^{\omega_2|\Lambda(t)|} V(x(0))
$$

(19)

The problem is then that of finding conditions on the DoS under which the stable behavior is predominant with respect to the unstable one in the sense that $x$ remains bounded. Under such circumstances, by Lemma 1, one also guarantees that the inter-sampling times are bounded away from zero, and, hence, that the solutions are forward complete.

We have the following result.

Lemma 3. Let $\Sigma$ be the control system composed of (1) and (4), where the sampling instants are generated by (10)-(11). Suppose that Assumptions 1 and 2 hold true. Then,

$$
|\Lambda(t)| \leq \kappa + \eta \tilde{\Delta} + \left(1/T + \tilde{\lambda}/\tau_D\right) t
$$

for all $t \in \mathbb{R}_{\geq 0}$ such that the solutions to $\Sigma$ exist.

Proof. Consider first all the intervals $[t_k, t_k + \Delta_k]$ for which there is a DoS off/on transition over $[t_k, t_k+1]$ as well as a DoS on/off transition over $[t_k, t_k + \Delta_k]$. Let $\alpha(t)$ denote their numbers over $[0, t]$. By (11), the total measure of these interval is therefore upper bounded by $\alpha(t)\tilde{\Delta}$. Consider next all the remaining intervals. These intervals can be
grouped into macro intervals of the type \([t_{k_i}, t_{k_i} + \Delta_{k_i}]\) for which there is a DoS off/on transition over \([t_{k_{i-1}}, t_{k_i}]\) as well as a DoS on/off transition over \([t_{k_i}, t_{k_i} + \Delta_{k_i}]\). The number of these macro intervals over \([0, t]\) is necessarily bounded by \(n(t) - \alpha(t)\) because \(n(t)\) is the total number of DoS on/off transitions over \([0, t]\). Hence, their total measure cannot exceed \((n(t) - \alpha(t))\tilde{\Delta} + |\Xi(t)|\). This is because the length of each macro interval \([t_{k_i}, t_{k_i} + \Delta_{k_i}]\) is upper bounded by the length of the DoS interval covering \([t_{k_i}, t_{k_i}]\) plus the length of \([t_{k_i} + \Delta_{k_i}]\) which is upper bounded by \(\tilde{\Delta}\). Overall, we then have \(|\Lambda(t)| \leq n(t)\tilde{\Delta} + |\Xi(t)|\). Assumptions 1 and 2 yield the result.

Combining Lemma 1-3, we obtain the following main result, which establishes existence and convergence of the solutions in the presence of DoS:

**Theorem 1.** Let \(\Sigma\) be the control system composed of (1) and (4), where the sampling instants are generated by (10)-(11). Suppose that Assumptions 2-4 and 5 hold true. If the parameters \(\tau_D\) in (6) and \(T\) in (7) satisfy

\[
\frac{1}{T} + \frac{\tilde{\Delta}}{\tau_D} < \frac{c\lambda}{\lambda + 2\mu},
\]

then \(\Sigma\) has a GAS origin. In particular,

\[
\|x(t)\| \leq \alpha_1^{-1}(\rho e^{\beta t} \alpha_2(\|x(0)\|))
\]

for all \(t \in \mathbb{R}_{\geq 0}\), where

\[
\rho := e^{\kappa + \eta \lambda (1 + 2\mu)}, \quad \beta := c\lambda - (\lambda + 2\mu)\left(\frac{1}{T} + \frac{\tilde{\Delta}}{\tau_D}\right)
\]

and the parameters \(\lambda, \kappa\) and \(\mu\) are as in (2), (7) and (8), respectively. Furthermore, the sequence of sampling times is lower bounded by \(\varepsilon_\delta = \min(\tilde{\Delta}, 1/(L_3(1 + M_\delta)))\), where \(\delta = \alpha_1^{-1}(\rho \alpha_2(\|x(0)\|))\).

**Proof.** Recalling that \(\omega_1 = c\lambda\) and \(\omega_2 = \lambda(1 - c) + 2\mu\), (19) and Lemma 3 yield \(V(x(t)) \leq \rho e^{\beta t} V(x(0))\). The lower bound on the sampling times (hence also the completeness of the solutions) follow directly from Lemma 1.

We also consider a variant of Theorem 1, useful in the case in which, instead of information on the average duration \(\tau_D\) of a DoS attack, information on its minimum duration is available.

**Assumption 5.** There exists \(\tau \in \mathbb{R}_{\geq 0}\) such that \(\tau_n \geq \tau\) for all \(n \in \mathbb{N}_0\).

**Theorem 2.** Let \(\Sigma\) be the control system composed of (1) and (4), where the sampling instants are generated by (10)-(11). Suppose that Assumptions 2-4 and 5 hold true. If the parameters \(\tau\) and \(T\) in (7) satisfy

\[
\frac{1}{T} \left(1 + \frac{\tilde{\Delta}}{\tau}\right) < \frac{c\lambda}{\lambda + 2\mu},
\]

then the same conclusions as in Theorem 1 hold true with \(\rho\) and \(\beta\) replaced by \(\tilde{\rho}\) and \(\tilde{\beta}\), respectively, where

\[
\tilde{\rho} := e^{\lambda + \|\Xi(t)\|/(1 + 2\mu)}, \quad \tilde{\beta} := c\lambda - (\lambda + 2\mu)\left(1 + \frac{\tilde{\Delta}}{\tau}\right)
\]

**Proof.** Even by replacing Assumption 1 with Assumption 5, the bound \(|\Lambda(t)| \leq n(t)\tilde{\Delta} + |\Xi(t)|\) in Lemma 3 is still valid. Hence, the proof of Theorem 1 carries over directly to the present case by noting that, under Assumption 5, \(n(t) \leq 1 + |\Xi(t)|/\tau\).

5. Discussion

In this section, we provide some comments on the main results, discuss implementation aspects and outline possible variants of the considered sampling logic.
5.1. Stability and sampling rate properties

In both Theorem 1 and 2, the condition under which stability is not destroyed has an intuitive explanation. Notice that since $c < 1$, then $c\lambda/(\lambda + 2\mu) < 1$. Hence, one must necessarily have $1/T < 1$. Such a constraint expresses the property that, on the average, the time instants over which communication is interrupted cannot exceed a certain fraction of time (the precise amount being dictated by the convergence and divergence rate during nominal and DoS status, respectively). The second constraint is that also the term $\bar{\Delta}/\tau_D$ in Theorem 1 or the term $\bar{\Delta}/(T\tau)$ in Theorem 2 must be strictly less than one. These constraints mean that DoS cannot occur as frequently as the sample rate adopted during the DoS status. Since $\bar{\Delta}$ is a design parameter, then robustness against DoS can be increased by decreasing $\Delta$. Such a feature will be discussed in more detail in the next subsection.

DoS also affects the stability properties of the closed-loop system indirectly via the inter-sampling times. To see this, notice that in a nonlinear setting the minimum inter-sampling time typically depends on the Lipschitz constants of the system [21, 22, 23], in the sense that the inter-sampling time required to ensure stability decreases as the process state gets far from the origin. This practically results in a feasibility constraint on the process initial conditions, which must be compatible with the sample rate allowed by the communication medium. In the present context, this is evident from the fact that the minimum inter-sampling is given by $\varepsilon_s = \min(\bar{\Delta}, 1/(L_\sigma(1 + M_s)))$, where

\[
\varepsilon = \tilde{\varepsilon}^{-1}(\rho\varepsilon_2(\|x(0)\|))
\]

in case of Theorem 1 (as for Theorem 2, the formula is the same with $\rho$ replaced by $\hat{\rho}$). In practice, the set of feasible initial conditions is therefore the one for which $\varepsilon_s$ is not smaller than the minimum inter-sampling time allowed by the communication medium. Compared with the (classical) case where communication is always possible, one sees that DoS further restricts the set of feasible initial conditions via $\rho$. The latter, in fact, grows with the parameters $\eta$ and $\kappa$ that appear in Assumption 1 and 2. Hence, given a constraint on the sampling rate and a compact set $X$ of initial conditions that are feasible in the nominal case, then $x(0)$ must lie in a suitable subset of $X$ whenever $\eta$ and/or $\kappa$ are different from zero.

5.2. DoS modeling examples

The considered DoS model only constrains the attacker action in time by posing limitations on the frequency of DoS and its duration. Limiting the DoS frequency and duration, in addition to render the control problem meaningful, does also have a practical motivation. In fact, there are several provisions that can be taken in order to mitigate DoS attacks, including spreading techniques, high-pass filtering and encoding [25, 26, 27]. These provisions decrease the chance that a DoS attack will be successful, and, as such, limit in practice the frequency and duration of the time intervals over which communication is effectively denied. In this respect, the difference between Theorem 1 and 2 (or, equivalently between Assumption 1 and 5) is mainly dictated by the considered type of DoS. For the sake of simplicity, we restrict ourselves to the case of radio frequency (RF) jammers, although similar considerations can be made with respect to spoofing-like threats [28].

Constant jamming is one of the most common threats that may occur in a wireless network [29, 30]. By continuously emitting RF signals on the wireless medium, this type of jammer can lower the Packet Send Ratio (PSR) for transmitters employing carrier sensing as medium access policy as well as lower the Packet Delivery Ratio (PDR) by corrupting packets at the receiver. In general, the percentage of packet losses caused by this type of jammer depends on the Jamming-to-Signal Ratio and can be difficult to quantify as it depends, among many things, on the type of anti-jamming devices (if any), the possibility to adapt the signal strength threshold for carrier sensing, and the interference signal power, which may vary with time. In this respect, Theorem 1 provides a quite general level of abstraction since no constraint is posed on the DoS occurrence apart from the fact that it sufficiently slow in an average sense.

A different situation may arise with reactive jamming [29, 30]. By exploiting the knowledge of the 802.11 MAC layer protocols, a jammer may restrict the RF signal to the packet transmissions. The collision period need not be long since with many CRC error checks a single bit error can corrupt an entire frame. Accordingly, jamming takes the form of a (high-power) burst of noise, whose duration is determined by the length of the symbols to corrupt [26, 31]. In this situation, the DoS signal exhibits some structure and one can replace Assumption 1 and 5, where the parameter $\tau$ is determined by the length of the symbols to corrupt.
5.3. Implementation: Event-based vs. time-triggered sampling logics over TCP/UDP-like channels

Event-based rules such as (10) require a continuous monitoring of the state of the process by the sensor. A possibility to avoid this is implementation is already suggested by Lemma 1 and 2. Specifically, let

\[
\hat{k}(t) := \begin{cases} 
-1, & \text{if } \Theta(t) = 0 \\
\inf \{ k \in \mathbb{N}_0 \mid t_m \in \Theta(t), \\ 
\quad \text{for } m = k, k+1, \ldots, k(t) \} & \text{otherwise}.
\end{cases}
\] (26)

In words, \( \hat{k}(t) \) denotes the smallest integer such that all the sampling instants within \([t_{k(0)}, t_{k(\hat{k})}]\) are successful. A time-triggered logic can be therefore implemented as follows: at those sampling times \( t_k \) which do not belong to any DoS interval, the next sampling time is chosen as \( t_{k+1} = t_k + \varepsilon_{\delta_k} \), where \( \varepsilon_{\delta_k} = 1/(L_{\delta_k}(1 + M_{\delta_k})) \) and

\[
\delta_k = a_1^{-1}(a_2(||x(t_{k(\hat{k})})||))
\]

On the other hand if a sampling occurs during a DoS interval, then \( t_{k+1} = t_k + \Delta_k \), where \( \Delta_k \in [\Delta, \bar{\Delta}] \) and \( \Delta \) is any positive number larger than the minimal sampling period which the sampling device can provide. The rationale stems from the following facts: i) by Lemma 1, the inter-sampling \( \varepsilon_{\delta} = 1/(L_{\delta}(1 + M_{\delta})) \) guarantees that the Lyapunov function is decreasing as long as the solutions remain within \( \mathcal{B}_R \); and ii) by Lemma 2, in the absence of DoS, any solution starting within \( \mathcal{B}_R \) remain within \( \mathcal{B}_R \), where \( \delta = a_1^{-1}(a_2(R)) \). Overall, the sampling logic takes the form

\[
t_0 = 0
\]
\[
t_{k+1} = t_k + \begin{cases} 
\Delta_k, & \text{if } t_k \text{ belongs to a DoS interval} \\
\varepsilon_{\delta_k}, & \text{otherwise}.
\end{cases}
\] (27)

(28)

The result above presents a precise characterization of time-triggered sampled-data stabilizing controllers for nonlinear systems under DoS, thus extending classical results on sampled-data stabilization under data loss. We note that, in contrast with the event-based implementation, the time-triggered implementation requires the computation of the Lipschitz constants \( L_{\delta_k} \) and \( M_{\delta_k} \) upon each sampling time. Nonetheless, this task can be easily accomplished since \( \delta_k \) depends on \( x(t_k) \) only via its magnitude. Hence, they can be precomputed off-line via a suitable state space gridding.

Both the event-based rule (10) and its time-triggered variant (28) rest on the hypothesis that it is possible to detect a DoS occurrence. If DoS consists in denying access to the communication medium (transmitters employing carrier sensing) this hypothesis can always be considered as true. If instead DoS consists in causing packet collisions at the receiver the validity of this hypothesis depends on the transport layer protocol. In acknowledgement-based protocols like the TCP, the DoS occurrence can be inferred from the lack of acknowledgement. In UDP-like protocols, however, the receiver does not generate an acknowledgement of packets received. Under such circumstances, neither (10) nor (28) can be implemented. A simple way to overcome this problem consists in letting \( t_{k+1} = t_k + \varepsilon_{\delta_k} \), where \( \varepsilon_{\delta_k} \) is always selected based on the value of the process state at the measurement instants. By the previous arguments, a possible choice for \( \varepsilon_{\delta_k} \) is given by

\[
\delta_k = a_1^{-1}(a_2(||x(t_k)||))
\] (29)

Compared with (28), one sees that (29) potentially results in smaller inter-sampling periods. However, the latter has the advantage of not relying on the acknowledgement of packets received.

6. A numerical example

We consider the example in [32]. The nonlinear system of interest is given by

\[
\dot{x} = x^2 - x^3 + u
\] (30)

The system is not GAS in open-loop. The stabilizing control law is \( u = -2x \). We select \( V(x) = \frac{1}{2}x^2 \) as Lyapunov function, so that the first of (2) holds true with \( a_1(r) = a_2(r) = \frac{1}{2}r^2 \). As for the second of (2), notice that

\[
\nabla V(x)f(x, \psi(x + e)) = x(x^2 - x^3 - 2(x + e))
\]
\[
= x^3 - x^4 - 2x^2 - 2xe
\]
\[
\leq x^3 - x^4 - 2x^2 + cx^2 + \frac{1}{c}e^2
\] (31)
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where the inequality follows from the Young’s inequality, where $c$ is any positive real. Letting $c = 3/4$ we obtain

$$\nabla V(x) f(x, \psi(x + e)) \leq x^3 - x^4 - \frac{5}{4} x^2 + \frac{4}{3} e^2$$

$$\leq -x^2 + \frac{4}{3} e^2$$

$$= -2V(x) + \frac{4}{3} e^2$$

(32)

where the second inequality follows from the fact that $x^3 - x^4 - \frac{5}{4} x^2 + x^2 = -x^2(x^2 - x + \frac{1}{2}) = -x(x - \frac{1}{2})^2 \leq 0$. Hence, the second of (2) holds true with $\lambda = 2$ and $\gamma(r) = \frac{4}{3} r^2$. Moreover, Assumption 3 and 4 are trivially verified. In particular, Assumption 4 holds true with $\mu = 128/3$.

Using these parameters we can compute the DoS percentage under which GAS is preserved as well as lower bounds on the inter-sampling times. For instance, selecting $c = 0.5$ and $\Delta = \delta = 0.01$ in the sampling logic (10)-(11) we obtain that stability is preserved as long as $T$ and $\tau_D$ satisfy (cf. Theorem 1)

$$\frac{1}{T} + \frac{0.01}{\tau_D} < \frac{c \lambda}{\lambda + 2 \mu} = \frac{3}{262} \approx 0.011$$

(33)

We notice that this bound is conservative: as shown in Figure 1, the bound can in practice be much larger than the theoretical one. The conservativeness mainly comes from the bound on the growth of the Lyapunov function during the DoS, as this bound holds for any nonlinear system satisfying Assumption 3 and 4.

As for the lower bound on the inter-sampling times, we need to compute the constants $M_S$ and $L_S$. As for $M_S$, we immediately have

$$g(\nu) = a_1^{-1}(\frac{1}{\lambda(1 - c)} \gamma(4||v||)) = \sqrt{2}/\sqrt{3} \nu = 8 \sqrt{\frac{2}{3} ||v||}$$

(34)

so that $M_S = \frac{8 \sqrt{2}}{\sqrt{3}}$. As for $L_S$, note that $f_0(x, e) = f(x, \psi(x + e)) = x^2 - x^3 - 2x - 2e$. Hence, for any $(x, e) \in B_\delta \times B_{2\delta}$ we obtain

$$|f_0(x, e)| \leq \delta ||x|| + \delta^2 ||x|| + 2||x|| + 2||e||$$

$$\leq 3 \max(\delta^2, 2) ||x|| + 2||e||$$

(35)
so that $L_0 = 3 \max(\delta^2, 2)$. Using these parameters we conclude that the lower bound on the inter-sampling times is given by

$$
e_\delta = \min \left( 0.01, \frac{1}{\max(\delta^2, 2)(3 + 8\sqrt{6})} \right)
$$

By Theorem 1, the trajectories always remain in the ball of radius $\delta = a_1^{-1}(\rho \alpha_2(\|x(0)\|))$, where $\rho = e^{(\eta_0 + \bar{\lambda} + 2\mu)} = e^{\frac{3\alpha(\epsilon + 0.01\sigma)}{2}}$, so that $\delta = \sqrt{\rho} \|x(0)\|^2 = e^{\frac{3\alpha(\epsilon + 0.01\sigma)}{2}} \|x(0)\|$. Also in this case, the theoretical bounds are much more conservative than in practice.

### 7. Conclusions

The paper investigates the design of event-based control strategies for nonlinear systems in the presence of DoS attacks that interrupts the flow of information from the sensors to the actuators. The DoS signal attack is modeled at a fairly general level that we believe allows for the inclusion of several interesting scenarios. Relations between the sampling frequency, the data of the nonlinear systems under control and the features of the DoS attack signal have been revealed. The main working assumption is Assumption 4 whose role is to prevent the occurrence of finite escape times. It therefore restricts the class of nonlinear systems but allows for a less complicated analysis. Clearly, removing this assumption requires to restrict the class of DoS attacks the system can tolerate: if the systems undergoes prolonged attacks, it will evolve in open loop for long time intervals facing the possible occurrence of a finite escape time. This alternative formulation may be worth of investigation.

In future work, more attention will be given to the actual implementation of our resilient control and in particular to its connections with other event-based approaches such as self-triggered control. Relevant case studies to assess the effectiveness of our approach are also part of our future research plan. Whether our method can deal with attack scenarios different from DoS attacks is a topic worth of investigation as well. Robustness of the proposed resilient control (as well as of its linear counterpart studied in [13]) to external disturbances in an ISS sense is a very interesting and challenging research topic that can be tackled following e.g., the lines of arguments in [33]. Our initial interest for resilient control was motivated by distributed control strategies for dynamical networks in a cyber-physical environment (see e.g. [3]). We believe that our technique can be extended to distributed resilient control and can be a very fertile research ground.
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