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9.1 Introduction

In chapter 1, we have seen that there are three different definitions of the notion context that may be used to calculate semantic similarity: a document-based context, a window-based context, and a syntax-based context. In this chapter, we will combine the window-based approach with the syntax-based approach. As we have previously shown, the results yielded by these two approaches are typically quite different in nature: the first approach typically puts its finger on a broad, thematic kind of similarity, while the latter typically grasps a tighter, synonym-like similarity.

Especially the syntax-based method has been adopted by many researchers in order to find semantically similar words. There is, however, one important problem with this kind of approach: the method is not able to cope with ambiguous words. Take the examples:

(1) een oneven nummer
    a odd number
    *an odd number*

(2) een steengoed nummer
    a great number

\footnote{The research presented in this chapter has been published as Van de Cruys (2007) and Van de Cruys (2008c).}
\footnote{This is true in particular when using a large context window, cfr. chapter 7.}
'a great song'

The word *nummer* does not have the same meaning in these examples. In example (1), *nummer* is used in the sense of 'designator of quantity'. In example (2), it is used in the sense of 'musical performance'. Accordingly, we would like the word *nummer* to be disambiguated into two senses, the first sense being similar to words like *getal* 'number', *cijfer* 'digit' and the second to words like *liedje* 'song', *song* 'song'.

While it is relatively easy for a human language user to distinguish between the two senses, this is a difficult task for a computer. Even worse: the results get blurred because the attributes of both senses (in this example *oneven* and *steengoed*) are grouped together into one sense. This is the main drawback of the syntax-based method. On the other hand, methods that capture semantic dimensions are known to be useful in disambiguating different senses of a word. Particularly, probabilistic latent semantic analysis is known to simultaneously encode various senses of words according to latent semantic dimensions. In the research presented here, we want to explore an approach that tries to remedy the shortcomings of the former, syntax-based approach with the benefits of the latter. The intuition in this is that the syntactic features of the syntax-based approach can be disambiguated by the 'latent semantic dimensions' found with the window-based approach.

9.2 Previous work

9.2.1 Latent semantics

One of the best-known methods aimed at finding 'latent semantic', topical dimensions is latent semantic analysis (LSA, Landauer and Dumais (1997)). In LSA, a term-document matrix is created, containing the frequency of each word in a specific document. This matrix is then decomposed into three other matrices with a mathematical technique called singular value decomposition (SVD). The most important dimensions that come out of the SVD are interpreted to represent 'latent semantic dimensions', according to which nouns and documents can be presented more efficiently. An elaborate description of LSA is given in section 3.2.

As we noted in chapter 3, LSA has been criticized for not being the most appropriate data reduction method for textual applications. The SVD underlying the method assumes normally-distributed data, whereas textual count data (such as the term-document matrix) can be more appropriately modeled by other distributional models such as Poisson (Manning and Schütze, 2000, §15.4.3). Successive methods such as probabilistic latent semantic analysis (PLSA, Hofmann (1999)), try to
remedy this shortcoming by imposing a proper latent variable model, according to which the values can be estimated. The method we adopt in our research – non-negative matrix factorization – is similar to PLSA, and adequately remedies this problem as well.

### 9.2.2 Discriminating senses

Schütze (1998) uses a disambiguation algorithm – called context-group discrimination – based on the clustering of the context of ambiguous words. The clustering is based on second-order co-occurrence: the contexts of the ambiguous word are similar if the words they in turn co-occur with are similar.

Pantel and Lin (2002) present a clustering algorithm – coined **clustering by committee** (CBC) – that automatically discovers word senses from text. The key idea is to first discover a set of tight, unambiguous clusters, to which possibly ambiguous words can be assigned. Once a word has been assigned to a cluster, the features associated with that particular cluster are stripped off the word’s vector. This way, less frequent senses of the word can be discovered.

The former approach uses a window-based method; the latter uses syntactic data. But none of the algorithms developed so far have combined both sources in order to discriminate among different senses of a word.

### 9.3 Methodology

#### 9.3.1 Non-negative Matrix Factorization

In this framework, we will adopt non-negative matrix factorization (NMF, Lee and Seung (2000)) as a dimensionality reduction algorithm. In NMF, a matrix $V$ is factorized into two other matrices, $W$ and $H$, with $r \ll n, m$.

$$V_{n \times m} \approx W_{n \times r} H_{r \times m} \quad (9.1)$$

An extensive overview of NMF and its computational details is given in section 3.3 on page 42.

In this framework, we will adopt the NMF algorithm that minimizes the Kullback-Leibler divergence as objective function. In our experience, entropy-based measures tend to work well for natural language.

We can now straightforwardly apply NMF to create semantic word models. NMF is applied to a frequency matrix, containing bags of words co-occurrence data. The additive property of NMF ensures that semantic dimensions emerge according
to which the various words can be classified. Two sample dimensions are shown in example (3). For each dimension, the words with the largest value on that dimension are given. Dimension (a) can be qualified as a ‘transport’ dimension, and dimension (b) as a ‘cooking’ dimension.


9.3.2 Extending Non-negative Matrix Factorization

We now propose an extension of $\text{nmf}$ that combines the window-based (bag of words) approach and the syntax-based approach. The algorithm finds again latent semantic dimensions, according to which nouns, bag of words contexts and syntactic relations are classified.

Since we are interested in the classification of nouns according to both bag of words context and syntactic context, we first construct three matrices that capture the co-occurrence frequency information for each mode. The first matrix contains co-occurrence frequencies of nouns cross-classified by dependency relations, the second matrix contains co-occurrence frequencies of nouns cross-classified by words that appear in the noun’s context window, and the third matrix contains co-occurrence frequencies of dependency relations cross-classified by co-occurring context words.

We then apply $\text{nmf}$ to the three matrices, but we interleave the separate factorizations: the result of the preceding factorization is used to initialize the factorization of the next matrix. This implies that we need to initialize only three matrices at random; the other three are initialized by calculations of the previous step. The process is represented graphically in figure 9.1.

In the example in figure 9.1, matrix $H$ is initialized at random, and the update of matrix $W$ is calculated. The result of update $W$ is then used to initialize matrix $V$, and the update of matrix $G$ is calculated. This matrix is used again to initialize matrix $U$, and the update of matrix $F$ is calculated. This matrix can be used to initialize matrix $H$, and the process is repeated until convergence.

In (4), an example is given of the kind of semantic dimensions found. This dimension may be coined the ‘transport’ dimension, as is shown by the top 10 nouns (a), context words (b) and syntactic relations (c).
9 Noun Sense Discrimination

Next, we want to use the factorization that has been created in the former step for word sense discrimination. The intuition is that we ‘switch off’ one dimension of an ambiguous word, to reveal possible other senses of the word. From matrix $H$, we know the importance of each syntactic relation given a dimension. With this knowledge, we can ‘subtract’ the syntactic relations that are responsible for a certain dimension from the original noun vector:

$$\vec{v}_{\text{new}} = \vec{v}_{\text{orig}}(\vec{v}_1 - \vec{h}_{\text{dim}})$$

Equation 9.2 is an element-wise multiplication that multiplies each feature (syntactic relation) of the original noun vector ($\vec{v}_{\text{orig}}$) with a scaling factor, according to the load of the feature on the subtracted dimension ($\vec{h}_{\text{dim}}$ – the vector of matrix

c. *viertraps* adj ‘four-stage’, *verplaats* met obj ‘move with’, *toeter* adj ‘honk’, *tank_in_houd* [parsing error], *tank* subj ‘refuel’, *tank* obj ‘refuel’, *rij_voorbij* subj ‘pass by’, *rij_voorbij* adj ‘pass by’, *rij_voef* subj ‘drive off’, *peperduur* adj ‘very expensive’

### 9.3.3 Sense Subtraction

Next, we want to use the factorization that has been created in the former step for word sense discrimination. The intuition is that we ‘switch off’ one dimension of an ambiguous word, to reveal possible other senses of the word. From matrix $H$, we know the importance of each syntactic relation given a dimension. With this knowledge, we can ‘subtract’ the syntactic relations that are responsible for a certain dimension from the original noun vector:

$$\vec{v}_{\text{new}} = \vec{v}_{\text{orig}}(\vec{v}_1 - \vec{h}_{\text{dim}})$$

Equation 9.2 is an element-wise multiplication that multiplies each feature (syntactic relation) of the original noun vector ($\vec{v}_{\text{orig}}$) with a scaling factor, according to the load of the feature on the subtracted dimension ($\vec{h}_{\text{dim}}$ – the vector of matrix
H containing the dimension we want to subtract). $\mathbf{v}_1$ is a vector of ones, the size of $h_{\text{dim}}$.

### 9.3.4 A Clustering Framework

The last step is to determine which dimension(s) are responsible for a certain sense of the word. In order to do so, we embed our method in a clustering approach. First, a specific word is assigned to its predominant sense (i.e. the most similar cluster). Next, the dominant semantic dimension(s) for this cluster are subtracted from the word vector (equation 9.2), and the resulting vector is fed to the clustering algorithm again, to see if other word senses emerge. The dominant semantic dimension(s) can be identified by ‘folding in’ the cluster centroid into our factorization (so we get a vector $\mathbf{w}$ of dimension size $r$), and applying a threshold to the result (in our experiments a threshold of $\delta = .05$ — so dimensions responsible for $> 5\%$ of the centroid are subtracted).

We used two kinds of clustering algorithms to determine our initial centroids. The first algorithm is a standard k-means algorithm. The second one is the cbc algorithm by Pantel and Lin (2002). The initial vectors to be clustered are weighted using pointwise mutual information.

#### k-means

First, a standard k-means algorithm is applied to the nouns we want to cluster. This yields a hard clustering, in which each noun is assigned to exactly one (dominant) cluster. In the second step, we try to determine for each noun whether it can be assigned to other, less dominant clusters. First, the salient dimension(s) of the centroid to which the noun is assigned are determined. We compute the centroid of the cluster by averaging the frequencies of all cluster elements except for the target element we want to reassign, and adapt the centroid with pointwise mutual information. After subtracting the salient dimensions from the noun vector, we check whether the vector is reassigned to another cluster centroid (i.e. whether it is more similar to a different centroid). If this is the case, (another instance of) the noun is assigned to the cluster, and we repeat the second step. If there is no reassignment, we continue with the next word. The target element is removed from the centroid to make sure that we only subtract the dimensions associated with the sense of the cluster.

Note that k-means requires setting the number of clusters beforehand, so $k$ is a parameter to be set.
CBC
The second clustering algorithm operates in a similar vein, but instead of using simple k-means, we use Pantel and Lin’s CBC algorithm to find the initial centroids (coined committees).

In order to find committees, the top k (e.g. 10) similar nouns for each noun in the database are clustered with average-link clustering. The clusters are then scored and sorted in such a way that preference is given to tight, representative clusters (i.e. large clusters with a high average pairwise similarity). If the committees do not cover all elements sufficiently, the algorithm recursively tries to find more committees. An elaborate description of the algorithm can be found in Pantel and Lin (2002).

In the second step, we start assigning elements to committees. Once an element is assigned, the salient dimensions are subtracted from the noun vector in the same way as in 9.3.4 (only do we not have to remove any target word from the centroid; committees are supposed to represent tight, unambiguous clusters).

CBC attempts to find the number of committees automatically from the data, so k does not have to be set.

9.4 Examples

9.4.1 Sense Subtraction

In what follows, we will talk about semantic dimensions as, e.g., the ‘music’ dimension or the ‘city’ dimension. In the vast majority of the cases, the dimensions are indeed as clear-cut as the transport dimension shown above, so that the dimensions can be rightfully labeled this way.

Two examples are given of how the semantic dimensions that have been found can be used for word sense discrimination. We will consider two ambiguous nouns: pop, which can mean ‘pop music’ as well as ‘doll’, and Barcelona, which can designate either the Spanish city or the Spanish football club.

First, we look up the top dimensions for each noun. Next, we successively subtract the dimensions dealing with a particular sense of the noun, as described in 9.3.3. This gives us three vectors for each noun: the original vector, and two vectors with one of the dimensions eliminated. For each of these vectors, the top ten similar nouns are given, in order to compare the changes brought about.


Example (5) shows the top similar words for the three vectors of pop. In (a), the most similar words to the original vector are shown. In (b), the top dimension (the ‘music dimension’) has been subtracted from (a), and in (c), the second highest dimension (a ‘domestic items’ dimension) has been subtracted from (a).

The differences between the three vectors are clear: in vector (a), both senses are mixed together, with ‘pop music’ and ‘doll’ items interleaved. In (b), no more music items are present. Only items related to the doll sense are among the top similar words. In (c), the music sense emerges much more clearly, with rock, jazz and popmuziek being the most similar, and a new music term (house) showing up among the top ten.

Admittedly, in vector (c), not all items related to the ‘doll’ sense are filtered out. We believe this is due to the fact that this sense cannot be adequately filtered out by one dimension (in this case, a dimension of ‘domestic items’ alone), whereas it is much easier to filter out the ‘music’ sense with only one ‘music’ dimension. We will try to remedy this in our clustering framework, in which it is possible to subtract multiple dimensions related to one sense.

A second example, the ambiguous proper name Barcelona, is given in (6).

c. Barcelona, Arsenal, Inter, Juventus, Vitesse, Parma, Anderlecht, PSV, Feyenoord, Ajax

In (a), the two senses of Barcelona are clearly mixed up, showing cities as well as football clubs among the most similar nouns. In (b), where the ‘football dimension’ has been subtracted, only cities show up. In (c), where the ‘city dimension’ has been subtracted, only football clubs remain.

9.4.2 Clustering Output

In (7), an example of our clustering algorithm with initial $\kappa$-means clusters is given.

The example shows three different clusters to which the noun *werk* ‘work’ is assigned. In (a), *werk* refers to a work of art. In (b), it refers to a written work. In (c), the ‘labour’ sense of *werk* emerges.

### 9.5 Evaluation

#### 9.5.1 Methodology

For evaluation of the clustering results, we make use of the Dutch EuroWordNet (Vossen, 1998). Precision and recall are calculated by comparing the results to EuroWordNet synsets. The precision is the number of clusters found that correspond to an actual sense of the word. Recall is the number of word senses in EuroWordNet that are found by the algorithm. Our evaluation method is largely the same as the one used by Pantel and Lin (2002).

Both precision and recall are based on wordnet similarity. A number of similarity measures have been developed to calculate semantic similarity in a hierarchical wordnet, as we explained earlier in chapter 5. In this evaluation, Wu and Palmer’s (1994) measure will be adopted. A detailed description of Wu and Palmer’s similarity measure can be found in section 5.3.2 on page 61.

To calculate precision, we apply the same methodology as the one used in Pantel and Lin (2002). Let $S(w)$ be the set of EuroWordNet senses. $sim_W(s, u)$, the similarity between a synset $s$ and a word $u$ is then defined as the maximum similarity between $s$ and a sense of $u$:

$$sim_W(s, u) = \max_{t \in S(u)} sim(s, t)$$

Let $c_k$ be the top $k$-members of a cluster $c$, where these are the $k$ most similar members to the centroid of $c$. $sim_c(c, s)$, the similarity between $s$ and $c$, is then defined as the average similarity between $s$ and the top-$k$ members of $c$:

---

3Note, however, that our similarity measure is different. Where Pantel and Lin use Lin’s (1998a) measure, we use Wu and Palmer’s (1994) measure.
$$sim_C(s, c) = \frac{\sum_{u \in \mathcal{C}_k} sim_w(s, u)}{k}$$

(9.4)

An assignment of a word $w$ to a cluster $c$ can now be classified as correct if

$$\max_{s \in S(w)} sim_C(s, c) > \theta$$

(9.5)

and the EuroWordNet sense of $w$ that corresponds to $c$ is

$$\arg \max_{s \in S(w)} sim_C(s, c)$$

(9.6)

When multiple clusters correspond to the same EuroWordNet sense, only one of them is counted as correct.

Precision of a word $w$ is the percentage of correct clusters to which it is assigned. Recall of a word $w$ is the percentage of senses from EuroWordNet that have a corresponding cluster.\(^4\) Precision and recall of a clustering algorithm is the average precision and recall of all test words.

### 9.5.2 Experimental Design

We have applied the interleaved NMF presented in section 9.3.2 to Dutch, using the Twente Nieuws Corpus (Ordelman, 2002), containing > 500M words of Dutch newspaper text. The corpus is consistently divided into paragraphs, which have been used as the context window for the bag of words mode. The corpus has been parsed with the Dutch dependency parser Alpino (van Noord, 2006), and dependency triples have been extracted. Next, the three matrices needed for our method have been constructed: one containing nouns by dependency relations (5K × 80K), one containing nouns by context words (5K × 2K) and one containing dependency relations by context words (80K × 2K). We did 200 iterations of the algorithm, factorizing the matrices into 50 dimensions. The NMF algorithm has been implemented in Matlab.

For the evaluation, we use all the words that appear in our original clustering input as well as in EuroWordNet. This yields a test set of 3683 words.

\(^4\)Our notion of recall is slightly different from the one used by Pantel and Lin, as they use 'the number of senses in which $w$ was used in the corpus' as gold standard. This information, as they acknowledge, is difficult to get at, so we prefer to use the sense information in EuroWordNet.
9.5.3 Results

Table 9.1 shows precision and recall figures for four different algorithms, according to two similarity thresholds $\theta$ (equation 9.5). $\text{kmeans}_\text{nmf}$ describes the results of our algorithm with $\kappa$-means clusters. $\text{cbc}_\text{nmf}$ describes the results of our algorithm with the $\text{cbc}$ committees. For comparison, we have also included the results of a standard $\kappa$-means clustering ($\text{kmeans}_\text{orig}$, $k = 600$), and the original $\text{cbc}$ algorithm ($\text{cbc}_\text{orig}$) as described by Pantel and Lin (2002).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>threshold $\theta$</th>
<th>prec. (%)</th>
<th>rec. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{kmeans}_\text{nmf}$</td>
<td>$.40$</td>
<td>78.97</td>
<td>63.90</td>
</tr>
<tr>
<td></td>
<td>$.60$</td>
<td>55.16</td>
<td>44.77</td>
</tr>
<tr>
<td>$\text{cbc}_\text{nmf}$</td>
<td></td>
<td>82.70</td>
<td>60.27</td>
</tr>
<tr>
<td></td>
<td>$.40$</td>
<td>54.87</td>
<td>40.51</td>
</tr>
<tr>
<td>$\text{kmeans}_\text{orig}$</td>
<td></td>
<td>86.13</td>
<td>60.23</td>
</tr>
<tr>
<td></td>
<td>$.60$</td>
<td>58.97</td>
<td>41.80</td>
</tr>
<tr>
<td>$\text{cbc}_\text{orig}$</td>
<td></td>
<td>44.94</td>
<td>69.61</td>
</tr>
<tr>
<td></td>
<td>$.40$</td>
<td>29.74</td>
<td>48.00</td>
</tr>
</tbody>
</table>

Table 9.1: Precision and recall percentages for four different algorithms according to two similarity thresholds

The results show the same tendency across all similarity thresholds: $\text{kmeans}_\text{nmf}$ has a high precision, but lower recall compared to $\text{cbc}_\text{orig}$. Still the recall is higher compared to standard $\kappa$-means, which indicates that the algorithm is able to find multiple senses of nouns, with high precision. The results of $\text{cbc}_\text{nmf}$ are similar to the results of $\text{kmeans}_\text{orig}$, indicating that few words are reassigned to multiple clusters when using $\text{cbc}$ committees with our method.

Obviously, $\text{kmeans}_\text{orig}$ scores best with regard to precision, but worst with regard to recall. $\text{cbc}_\text{orig}$ finds most senses (highest recall), but precision is considerably worse.

The fact that recall is already quite high with standard $\kappa$-means clustering indicates that the evaluation is skewed towards nouns with only one sense, possibly due to a lack of coverage in EuroWordNet. Still, the evaluation shows that our method provides a genuine way of finding multiple senses of words, while retaining
high precision. Especially the method using a simple $k$-means clustering performs particularly well. The three-way data allows the algorithm to put its finger on the particular topic of a centroid, and adapt the feature vector of a possibly ambiguous noun accordingly.

9.6 Conclusion

In this chapter, an extension of \textit{nmf} has been presented that combines both bag of words data and syntactic data in order to find latent semantic dimensions according to which both words and syntactic relations can be classified. The use of three-way data allows one to determine which dimension(s) are responsible for a certain sense of a word, and adapt the corresponding feature vector accordingly, ‘subtracting’ one sense to discover another one. When embedded in a clustering framework, the method provides a fully automatic way to discriminate the various senses of words. The evaluation against EuroWordNet shows that the algorithm is genuinely able to disambiguate the features of a given word, and accordingly its word senses.