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Chapter 1

Introduction

A review of general outcome prediction models in intensive care
1. INTRODUCTION

The expansion of intensive care units (ICUs) in the last years has contributed to a better management of severe and complex diseases. After a history of more than one century, the ICU has become a central asset of the modern hospital. The technological developments in the last decades, together with a better understanding of the natural history and physiopathological mechanisms of the critically ill provided the possibility of the temporary replacement of the function of failing organs. However, this evolution was not made without costs.

The ICUs are today one of the largest consumers of hospital resources. Some reports estimate that the ICU consumes about 20% of total hospital resources, and concern about the appropriate use appears justified [1]. Thus, the evaluation of the effectiveness became an important issue of ICU research in the 1990s.

The evaluation of the effectiveness of the ICU with strict scientific methods and criteria is not a simple task. According to standard methodological criteria, such an evaluation should preferably be based on formal randomised double-blinded studies, for instance comparing the effectiveness of care in the ICU with standard care in general wards [2]. However, such study proposals meet with opposition on the basis of ethical arguments in view of the general belief that ICU-treatment is appropriate and mandatory. As a matter of fact, even the appropriate evaluation of certain procedures of the daily practice in the ICU has been hampered by such objections [3,4]. Other approaches have been applied, like studies using historical controls. Some of these studies concluded positively in regard to the utility of intensive care [5-7] but others did not [8-10]. These studies can however be rightfully criticised on methodological grounds.

Apparently, we have to live with the general assumption that the development of intensive care, concerning its medical activities and their indications, followed the paths of multiple natural experiments. Consequently, we should compare the effectiveness of intensive care at the level of the individual ICU. In other words, the question to answer is whether the outcome of the patients treated in one ICU is in accordance with the expected outcome. With this approach, the actual outcome in the population under analysis is compared to the outcome in a reference population while controlling for case mix factors by using general outcome prediction models. The reference population is set as a gold standard if the model used for prediction is based on data from outstanding ICUs, or just as a reference population if the model is based on non-representative or non-selected ICUs [11]. This approach comparing actual and predicted outcomes is not new. It was for example used in the comparison of hospital mortality rates, using the difference between the observed mortality and that predicted by a model, controlling for some case mix factors [12,13]. Concerning the ICU, several investigators proposed the use of the ratio between observed and predicted
deaths (standardised mortality ratio, SMR) as an indicator of the effectiveness of care. The assumption is that although the ICUs may admit very heterogeneous groups of patients concerning relevant outcome markers such as large differences in age, previous health status or acute health status, the actually existent outcome prediction models can account for the most part of these characteristics [14].

The use of this methodology requires, first, that the outcome of interest is relevant, clearly defined and susceptible to accurate measurement, and second, that the outcome prediction model is able to control for important patient baseline characteristics which, in turn, are related to the outcome of interest. Thus, the full understanding of prediction models including their methodological limitations is essential for the clinicians and managers who use such models as a tool in the process of quality control in the ICU [15].

2. THE AVAILABLE MODELS

The development of general outcome prediction models started fifteen years ago (Table 1). The first general outcome prediction model was the Acute Physiology and Chronic Health Evaluation (APACHE) [16]. Developed in 1981 at the George Washington University Medical Center, the APACHE scoring system demonstrated to provide accurate and reliable measures of severity of illness in critically ill patients [17-19].

Two years later, Le Gall et al. published a simplified version of this model, known as the Simplified Acute Physiology Score (SAPS) [20]. Another simplification of the original APACHE, the APACHE II, was published in 1985 by the developers of the original model [21]. This scoring system introduced the possibility of mortality prediction, requiring for that purpose the selection of a primary reason for ICU admission from a list of 50 diagnoses. Additional contributions to outcome prediction in the intensive care setting were the Mortality Probability Models (MPM) [22], developed using multiple logistic regression techniques to choose and weigh the variables rather than by a consensus from a panel of experts.

The most recent developments in outcome prediction models comprise the third version of APACHE (APACHE III) and the second versions of the SAPS (SAPS II) and MPM (MPM II). All were built using logistic regression techniques to choose and weigh the variables and are able to provide predictions of hospital mortality. They have been shown to perform better than their previous versions [23], and represent at this time the state of the art in this field. These models will be described in more detail in the next few sections together with APACHE II because of its still widespread use.
Table 1: General outcome prediction models.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>APACHE</th>
<th>SAPS</th>
<th>APACHE II</th>
<th>MPM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>APACHE III</th>
<th>SAPS II</th>
<th>MPM II&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participating countries</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Participating ICUs</td>
<td>2</td>
<td>8</td>
<td>13</td>
<td>1</td>
<td>40</td>
<td>137</td>
<td>140</td>
</tr>
<tr>
<td>Number of patients</td>
<td>705</td>
<td>679</td>
<td>5815</td>
<td>2783</td>
<td>17440</td>
<td>12997</td>
<td>19124</td>
</tr>
<tr>
<td>Selection of variables and their weights</td>
<td>Panel of experts</td>
<td>Panel of experts</td>
<td>Panel of experts</td>
<td>Multiple logistic regression</td>
<td>Multiple logistic regression</td>
<td>Multiple logistic regression</td>
<td>Multiple logistic regression</td>
</tr>
<tr>
<td>Variables:</td>
<td>Age</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Patient origin</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Surgical status</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chronic health status</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Physiology</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Yes</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Acute diagnosis</td>
<td>No</td>
<td>No</td>
<td>Yes&lt;sup&gt;c&lt;/sup&gt;</td>
<td>No</td>
<td>Yes&lt;sup&gt;d&lt;/sup&gt;</td>
<td>No</td>
<td>Yes&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Number of variables</td>
<td>34</td>
<td>14</td>
<td>17</td>
<td>11</td>
<td>26</td>
<td>17</td>
<td>15&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Score</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Equation to predict</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

APACHE, Acute Physiology and Chronic Health Evaluation; SAPS, Simplified Acute Physiology Score; MPM, Mortality Probability Models.

<sup>a</sup> These models were based on previous research from the same developers [24,25].

<sup>b</sup> The numbers shown are for the admission component of the model (MPM II). The MPM II<sub>3</sub>, was developed using data from 15925 patients in the same centres participating in the development of the admission model.

<sup>c</sup> chosen from a list of 50 diagnoses.

<sup>d</sup> chosen from a list of 78 diagnoses.

<sup>e</sup>: the MPM II<sub>3</sub> model uses only 13 variables.
2.1 APACHE II

APACHE II was developed on the basis of data collected from 13 North American hospitals from 1979 to 1982 [21]. A panel of experts using clinical judgement and documented physiologic relationships did the choice of variables and their weights.

The model uses the worst value during the first 24 hours in the ICU for 12 physiologic variables (weighted from 0 to 4 points), age, surgical status (emergency surgical, elective surgical or non-surgical) and previous health status. The selection of a primary reason for ICU admission is necessary to be included in a logistic regression model that transforms scores in probabilities of mortality. The APACHE II score ranges from 0 to 71 points: up to 60 for physiologic variables, up to 6 for age and up to 5 for chronic health status. This system soon became the most worldwide utilised outcome prediction model, and it is still in use today in many ICUs.

2.2 APACHE III

The APACHE III was developed on the basis of a large North American database of intensive care patients in 1988-89 [26]. The selection of the 40 participating hospitals was done in order to be representative of the continental North American hospitals with more than 200 acute-care beds. Excluded from its development were patients with a length of stay in the ICU lower than 4 hours, patients younger than 16 years, and patients with burn injuries, with chest pain admitted for ruling out myocardial infarction and those in the immediate post-operative phase of coronary artery bypass surgery.

This model comprises a) APACHE III score based on acute physiological variables, age and chronic health, and b) the APACHE III predictive equation. The equation uses the APACHE III score and reference data on major disease-categories, the surgical status and the site of treatment immediately before ICU admission for estimating the risk of hospital mortality of ICU patients. The APACHE III score ranges from 0 to 299 points, including up to 252 points for the 18 physiology variables, up to 24 points for age and up to 23 points for chronic health. All physiologic variables are assessed as the worst values during the first 24 hours in the ICU. This strategy was chosen because it results in greater data availability (less proportion of missing values) and explanatory power [26].

The conversion of the score to a probability of mortality is accomplished with individual logistic regression equations for each of the 78 specific diagnostic categories and the nine patient origins. It is now a proprietary system; the equations are not in the public domain and must be purchased from APACHE Medical Systems, Washington, DC. This has limited its use, especially outside the United States, although it has been used recently in a cohort of Brazilian ICUs [27,28]. Moreover, the selection of a single admission diagnosis is sometimes difficult if not impossible in intensive care patients [29,30].
2.3 SAPS II

SAPS II was described in 1993 by Le Gall et al. [31], based on a European/North American multicenter study. It was developed and validated in a large cohort of patients from 110 hospitals in Europe and 27 in North America. Excluded from its development were patients aged less than 18 years, and burn patients, coronary care patients and cardiac surgery patients.

This model includes 17 variables to compute a score: 12 physiological variables, age, type of admission (medical and scheduled/unscheduled surgery), and three underlying diagnoses (acquired immunodeficiency syndrome, metastatic cancer and hematologic malignancy). SAPS II score ranges from 0 to 163 points (up to 116 for physiology, up to 17 for age and up to 30 for underlying diagnosis).

SAPS II uses the worst recorded values for the physiological variables during the first 24 hours in the ICU and do not need the selection of a single diagnosis for the computation of the probability of death in the hospital.

2.4 MPM II

MPM II was described in 1993 by Lemeshow et al. [32] based on the same database as SAPS II plus data collected in six ICUs of four teaching hospitals in the United States of America. The exclusion criteria used for its development were the same as those used for SAPS II. In this model the final result is only expressed as a probability of mortality (and not as a score). The actual MPM version incorporates models to predict mortality at admission (MPM I$_0$) and at 24 hours after admission to the ICU (MPM I$_{24}$). These were subsequently supplemented by models for the 48 (MPM I$_{48}$) and the 72 hours (MPM I$_{72}$) in the ICU, developed on the basis of a smaller database [33].

MPM I$_0$ contains 15 variables: age, three physiologic variables (coma or deep stupor, heart rate and systolic blood pressure), three chronic diseases (chronic renal failure, cirrhosis, and metastatic cancer), five acute diagnoses (acute renal failure, cardiac dysrhythmia, cerebrovascular accident, gastrointestinal bleeding, and intracranial mass effect), type of admission (medical or surgical unscheduled), mechanical ventilation and cardiopulmonary resuscitation prior to admission. All variables are evaluated on the basis of data collected within one hour at admission to the ICU.

MPM I$_{24}$ is based on 13 variables: age, six physiologic variables (coma or deep stupor, creatinine, confirmed infection, hypoxemia, prothrombin time and urinary output), three variables ascertained at admission (cirrhosis, intracranial mass effect, metastatic cancer), type of admission (medical or surgical unscheduled), mechanical ventilation and use of vasoactive drugs. The physiologic variables are evaluated based on worst values during the first 24 hours.
in the ICU.

MPM II_{48} and MPM II_{72} use the same variables as MPM II_{24}, with different weights for the computation of the predicted risk of death. Both are based on the worst values during the preceding 24 hours.

3. THE DEVELOPMENT OF THE MODELS

All the outcome prediction models aim at predicting outcome on the basis of a given set of variables: they estimate what should be the outcome of a given patient, with a certain clinical condition (defined by the values of the given set of variables) as if this patient was treated in a hypothetical reference ICU used to develop the model. Several steps are necessary for the development of these models (Table 2).

Table 2. Steps in the development of a model

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Patient selection</td>
</tr>
<tr>
<td>2.</td>
<td>Outcome selection</td>
</tr>
<tr>
<td>3.</td>
<td>Predictor variables selection and data collection</td>
</tr>
<tr>
<td>4.</td>
<td>Assembly of the model</td>
</tr>
<tr>
<td>5.</td>
<td>Validation of the model</td>
</tr>
<tr>
<td>6.</td>
<td>Model updates and modifications</td>
</tr>
</tbody>
</table>

3.1 PATIENT SELECTION

Although named “general”, none of the outcome prediction models presently available is applicable to all ICU patients. Burn patients, patients admitted with acute coronary disease (or to rule out myocardial infarction), young patients (less than 16 or 18 years of age), patients in the post-operative of coronary artery bypass surgery or with a very short length of stay in the ICU were explicitly excluded from the development of the models. This limitation becomes important when we study specialised ICUs with particular patient demographics, but it can also be of importance in general ICUs (with mixed medical and surgical patients).

For example, the EURICUS-I study [34] has shown that in general ICUs the utilisation of exclusion criteria for SAPS II based on diagnosis alone leads to the exclusion of 23.1 % of the patients from the subsequent application of the models. More important than that percentage is the clustering observed at ICU level, with values ranging from 0 to 62.2 %. When we apply all the exclusion criteria described by the developers the numbers are even
greater, with a volume of excluded patients reaching 67.5% of all admitted patients at ICU level. This implies indeed that the application of the model to some ICUs (with subsequent performance evaluation) will be based on not more than roughly 1/3 of the admitted patients. In summary, when applying a specific model to an ICU, attention should be given to the number and type of excluded patients. Further measurements and actions should be undertaken only if the evaluation is based on a representative number of the admitted patients.

3.2 Outcome selection

Outcome can be seen as one or more events in the course of a disease process, such as morbidity, mortality, time to recovery from disease, or quality of life. Until now, all general outcome prediction models in intensive care focus exclusively on hospital mortality. This measure is considered the gold standard since it is easy to define and measure, and represents a clinically very relevant endpoint. Its validity is subjected to debate since it may be prone to bias (some even speak of manipulation). It has been demonstrated that some hospitals tend to change the location of deaths (e.g. by discharging patients to die) and other hospitals discharge patients very early in the course of their disease [35,36].

The use of hospital mortality for the evaluation of the performance of the ICU can also be questioned [37]. To evaluate ICU performance by using overall hospital mortality suggests that the ICU performance is the only determinant of the hospital performance, which obviously is not the case. Post-ICU mortality varies considerably from institution to institution and can be independent from ICU factors, such as quality of care in general wards. Recently, some models have been published with alternative outcomes, e.g. survival at six months [38]. They have not been yet widely applied and they solve only part of the pitfalls mentioned above.

More research is needed to identify the appropriate outcome measures for performance evaluation. As reported at a recent consensus conference, mortality as such is insufficient for the assessment of ICU outcome, and it should therefore be supplemented by for example measurements of quality of life [39].

3.3 Predictor variables selection and data collection

The next step in the development of an outcome prediction model is the choice of a preliminary list of candidate variables. These, usually selected by experts in the field, can include demographic, clinical and laboratory variables. Each should be relevant for the outcome of interest, supported by the available literature and with documentation explaining how they relate to the outcome, precisely defined, routinely available, and occurring
frequently enough to be meaningful. In addition, they should not be confounded with the outcome of interest unless present before ICU admission [40]. Some authors have recommended that the chosen variables be biological in nature, rather than sociological or behavioural [41], and based on clinical rather than administrative data [42,43].

Some considerations regarding the choice of variables are especially important. The variables should have a high degree of intra-observer reliability (the same observer collecting data on the same variable at two different moments should arrive at the same result) and inter-observer reliability (two different observers collecting data from the same patient at the same moment should arrive at the same result). Measurements of reliability should always be computed and reported, together with the evaluation of the degree of data completeness and correctness.

Special attention should be given to the choice of variables that are less prone to deliberate manipulation. This practice, termed gaming in the United States of America seems to be increasing. For example, a recent paper by Green and Wintfeld [44] describes the reported incidence of risk factors according to the New York State evaluation of the performance of cardiac surgeons. The authors observed that with the implementation of the program the reported rate of congestive heart failure rose from 1.7 % in 1989 to 7.6 % in 1991.

The collection of data can be done retrospectively or prospectively. The second approach is preferred since it allows the collection of more accurate and complete data. Special attention should be given to missing data, especially in the case of non-random patterns of missing data. Although several techniques have been described to deal with this problem [45–48] none is perfect [49]. As a consequence, the amount and pattern of missing values can influence the choice of variables [26].

3.4 ASSEMBLY OF THE MODEL

The following step is data analysis and data reduction. The initial list of candidate variables, submitted to a combination of logistic regression techniques [50], smoothing methods [51,52], and clinical judgement is reduced to a smaller number of variables to be included in the model. This reduction is based on the general scientific principle of parsimony: theories with simpler explanations are considered more plausible than more complex ones. It ensures that the model to be developed will have a higher precision, and will lead to more interpretable models. Attention should be given at this stage to multi-collinearity and interactions [53].

After the final set of variables is chosen and their weights evaluated, the variables are usually combined in a single score. In each case, the score results from the sum of the weights assigned to the chosen variables, according to the magnitude of change from the accepted normal values. This approach was chosen by the developers of APACHE III [26] and SAPS
II [31] but not in the case of MPM II [32].

The next step is to relate the aggregated score (or the chosen set of variables, as in the case of MPM II) to the outcome of interest. All presently available general outcome prediction models use multiple logistic regression analysis for that purpose. In this technique, the dependent or outcome variable \( y \) is related to a set of independent or predictive variables by the equation:

\[
Y = b_0 + b_1x_1 + b_2x_2 \ldots b_kx_k
\]

where \( b_0 \) is the intercept of the model, \( x_1 \) to \( x_k \) represent the predictor variables and \( b_1 \) to \( b_k \) are the estimated regression coefficients.

Then, a logistic transformation is applied, with the probability of death being given by:

\[
Pr = \frac{e^{\text{logit} Y}}{1 + e^{\text{logit} Y}}
\]

where \( Pr \) represents the probability of death and \( \text{logit} \) is \( Y \) as described before. Logistic transformation has the propriety to transform an S-shaped relationship between two variables into a linear one (on the logit scale).

Figure 1 plots the relationship between SAPS II score and probability of mortality. In the extremes of the score (very low or very high values) the associated changes in the probability of mortality are quite small. For intermediate values, however, even small changes in the score are associated with greater changes in the probability of death.
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**Figure 1.** Relationship between the new Simplified Acute Physiology Score (SAPS II) and corresponding probability of hospital mortality, according to the logistic regression equation described by the developers of the model [31].
Figure 1. Relationship between the new Simplified Acute Physiology Score (SAPS II) and corresponding probability of hospital mortality, according to the logistic regression equation described by the developers of the model [31].

In order to fit multiple logistic regression models, we must keep in mind that they are based on certain assumptions, to be verified by the data analyst [54]. From these, the most important are:

Independence of observations: the patients in the data sample are statistically independent of one another.

Linearity assumption: on a certain scale of the dependent variable \( Y \), each predictive variable \( x \) is linearly related to \( Y \). In the case of logistic regression for binary responses, it is assumed that \( x \) is linearly related to the log odds of the response for patients sub-grouped by values of \( x \). If this assumption is not verified then adequate transformations of the predictive variables should be found, \textit{e.g.} restricted cubic splines [55].

Additive assumption: most regression models assume the additivity of effects of the predictors. If this assumption is not verified, then significant interactions should be tested and described.

Distributional assumptions: multiple logistic regression models assume that the distribution
of the residuals is binomial.

### 3.5 Validation of the Model

All statistical models developed for prediction need validation, since it is necessary to know their predictive validity.

This validation process can be done in three different ways: cross-validation, external validation and temporal validation. In cross-validation, data are randomly divided in two portions, one for model development and the other for model validation, although other techniques can be used, *e.g.* bootstrapping or jackknife [56,57]. In external validation, data developed in one population are validated in an external, independent population. In temporal validation, a model developed at a specific point in time is later validated in the same setting at some future date.

All the general outcome prediction models in use today have been subjected to cross-validation. This step is necessary but not sufficient, since it does not assure *per se* the adequacy of the model when subjected to external validation. When the developers of the original models utilise randomisation to split the original database in two groups, development and validation samples, one may expect that all the variables (and non-measured case mix factors) will be randomly distributed in the two sub-groups. Consequently, both sub-groups are expected to represent equal samples from the same underlying distribution and can not be considered true independent samples. The models analysed in this way are therefore expected to perform better on the validation sample than in an independent population. Independent validation in different populations is needed before general utilisation, since variations in case mix, local policies, quality of care and quality of data collection have been shown to affect the performance of the equations used to predict mortality [58-64].

The main question to be answered at this stage is the adequacy of outcome predictions when compared to the actual outcomes [65]. Three major issues must be evaluated [66]. The first is *calibration* or *reliability*, or how well the model predictions compare with the observed outcomes. The second is the model *discrimination, refinement or spread*, which evaluates how well the model can distinguish between observations with a positive or a negative outcome. A third source of model deviation can be the existence in the test set of *subsets of observations* in which the model does not perform well. Opposed to the first two, where a lot of research has been done and consensual techniques have emerged, there is little in the literature on how to identify these observations or what to do when the fit is unsatisfactory [66]. The evaluation of calibration and discrimination in the overall population has been named *overall goodness of fit*. The evaluation of the appropriateness of the predictions across sub-groups has been termed *uniformity of fit*. These issues will be reviewed in more detail in the following sections.
### 3.5.1 Overall goodness of fit

The evaluation of the overall goodness of fit comprises the evaluation of calibration and discrimination in the population under analysis.

Calibration evaluates the degree of correspondence between the estimated probabilities of mortality and the observed mortality in the sample under analysis. Four methods are usually employed in this analysis: overall observed/expected (O/E) mortality ratios, Flora’s Z score [67], Hosmer-Lemeshow goodness-of-fit tests [50,68,69] and calibration curves.

**Overall O/E mortality ratios** are computed dividing the overall observed mortality rate (i.e. the actual number of deaths) by the predicted number of deaths (resulting from the sum of the individual probabilities of mortality assigned by the model); additional computations can be made to estimate the confidence interval for the ratio [70,71]. In a perfectly calibrated model this value should be one. This test is easy to perform but can be misleading. Consider the following example:

A hypothetical model is used to predict the mortality of a population of 1000 patients with an actual mortality of 10% (100 patients). Those patients included 500 less severe patients with an observed mortality rate of 5% (25 patients) and 500 more severe patients with an observed mortality rate of 15% (75 patients). The model, poorly calibrated, assigned the same probability of mortality to all patients (10%), predicting in the overall population 100 deaths.

Overall O/E ratio is one (100/100) but this ratio resulted from two errors: 25/50 = 0.5 (O/E ratio in less severe patients) and 75/50 = 1.5 (O/E ratio in more severe patients).

**Flora’s Z score** is based on a statistical technique that compares the number of survivors observed in the given data set with the number that would be predicted from the baseline survival curve. The difference is then standardised and compared to a table of the normal distribution [67]. The statistic used is:

\[ Z = \frac{S - \sum_{i=1}^{n} Pi}{\sqrt{\sum_{i=1}^{n} Pi Q_i}} \]

where \( S \) is the total number of survivors among the \( n \) patients, \( Pi \) is the probability of survival estimated by the model for the \( i \) patient and \( Q \) is \( 1-Pi \) or the probability of death estimated
by the model for the $i$ patient. This approach suffers from the same drawbacks of the overall O/E ratios. For example, its application to the example given before will result in a perfect fit.

**Hosmer-Lemeshow goodness-of-fit tests** are two chi-square statistics proposed for the formal evaluation of the calibration of outcome prediction models [50,68,69]. In Hosmer-Lemeshow H test, patients are divided in 10 strata, according to their predicted probabilities: 0.0 to 0.1, 0.1 to 0.2 … 0.9 to 1.0. Then, a chi-square statistic is used to compare the actual and the expected number of deaths and the actual and expected number of survivors in each of the strata. The used formula is defined as:

$$
G_g = \sum_{g} \left( \frac{o_g - e_g}{\hat{p}_g \left(1 - \hat{p}_g \right)} \right)^2
$$

where $g$ is the number of groups (usually 10), $o_i$ is the number of observed events occurred in the $i$-th group, $e_i$ is the number of expected events in the same group and $\hat{p}_i$ is the average estimated probability, always in the $i$-th group.

The resulting statistic is then compared with a chi-square table with 8 degrees of freedom (model development) or 10 degrees of freedom (model validation) in order to evaluate if the resulting discrepancies can be explained only by sampling variance. Large differences suggest that the model is not well calibrated. Hosmer-Lemeshow test C is similar, with the 10 strata being formed based on deciles of the predicted mortalities. The same authors demonstrated that the grouping method at the basis of the C statistic is preferable to the one based on fixed cut points, especially when many of the estimated probabilities are small [50]. These tests are currently regarded as an obligatory part of calibration evaluation [40], although they are also subjects of criticism [72]. It should be noted that the analysed sample must be large enough to have the statistical power needed for the detection of lack of fit [73].

**Calibration curves** are also used for reporting information on the calibration of a model. As Figure 2 shows, this type of charts compares the observed mortality rate with the one expected by the model. They can be misleading since the number of patients in each group tend to go down from left to right (i.e. when we move from low probabilities to high probabilities of death) and as a consequence even small non-significant differences in the higher severity groups appear visually more important than significant differences in the low probability groups.

They are not a formal statistical test of the adequacy of the model, being used only for information purposes. However, the publication of calibration curves has been recommended by a recent consensus conference as part of the standard assessment of the validation of a
Flora's Z score is based on a statistical technique that compares the number of survivors observed in the given data set with the number that would be predicted from the baseline survival curve. The difference is then standardised and compared to a table of the normal distribution [67]. The statistic used is:

\[
Z = \frac{S - \sum_{i=1}^{n} Pi}{\sqrt{\sum_{i=1}^{n} Pi Qi}}
\]

where \( S \) is the total number of survivors among the \( n \) patients, \( Pi \) is the probability of survival estimated by the model for the \( i \) patient and \( Qi \) is \( 1 - Pi \) or the probability of death estimated by the model for the \( i \) patient. This approach suffers from the same drawbacks of the overall O/E ratios. For example, its application to the example given before will result in a perfect fit.

Hosmer-Lemeshow goodness-of-fit tests are two chi-square statistics proposed for the formal evaluation of the calibration of outcome prediction models [50,68,69]. In Hosmer-Lemeshow H test, patients are divided into 10 strata, according to their predicted probabilities: 0.0 to 0.1, 0.1 to 0.2 ... 0.9 to 1.0. Then, a chi-square statistic is used to compare the actual and the expected number of deaths and the actual and expected number of survivors in each of the strata. The used formula is defined as:

\[
\hat{C}_g = \hat{H}_g = \sum_{i=1}^{g} \frac{(o_i - e_i)^2}{e_i(1 - \bar{\pi}_i)}
\]

where \( g \) is the number of groups (usually 10), \( o_i \) is the number of observed events occurred in the \( i \)-th group, \( e_i \) is the number of expected events in the same group and \( \bar{\pi}_i \) is the average estimated probability, always in the \( i \)-th group.

The resulting statistic is then compared with a chi-square table with 8 degrees of freedom (model development) or 10 degrees of freedom (model validation) in order to evaluate if the resulting discrepancies can be explained only by sampling variance. Large differences suggest that the model is not well calibrated. Hosmer-Lemeshow test C is similar, with the 10 strata being formed based on deciles of the predicted mortalities. The same authors demonstrated that the grouping method at the basis of the C statistic is preferable to the one based on fixed cut points, especially when many of the estimated probabilities are small [50]. These tests are currently regarded as an obligatory part of calibration evaluation [40], although they are also subjects of criticism [72]. It should be noted that the analysed sample must be large enough to have the statistical power needed for the detection of lack of fit [73].

Calibration curves are also used for reporting information on the calibration of a model. As Figure 2 shows, this type of charts compares the observed mortality rate with the one
model [40].

**Figure 2.** Calibration curve for the new admission Mortality Probability Model (MPM IIo) in EURICUS-I sample. The *solid line* represents perfect correspondence between actual and predicted risk of death and the *dotted line* the observed versus predicted risk of death. *Bars* provide the distribution of patients in the analysed groups.

Discrimination evaluates how well the model can distinguish between observations with a positive or a negative outcome. This assessment can be done by a non-parametric test like Harrell’s c-index, using the rank of the magnitude of the assessment error [54]. This index measures the probability that for two randomly chosen patients, the one with the higher probabilistic prediction has the outcome of interest. It has been shown that this index relates directly to the area under a receiver operating characteristic (ROC) curve and can be obtained as the parameter from the Mann-Whitney-Wilcoxon rank sum test statistic [74].

The concept of the *area under the ROC curve* derives from psychophysics and has been applied in signal processing. In a ROC curve, a series of two-by-two tables is constructed with cut points that vary from the lowest possible value to the highest possible value of the score. For each table, the true positive rate (or sensitivity) and the false positive rate (or 1 minus specificity) is computed. The final plot of all pairs of true positive rates versus false positive rates is the visual representation of the ROC curve (Figure 3).
The interpretation of the area under the ROC curve is easy: a model with a perfect discrimination has an area of 1.0, a model which discrimination is no better than chance an area of 0.5. For third generation outcome prediction models this area is usually over 0.80 [26,31,32].

Methods for comparing the areas under ROC curves have been described [75-77], but can lead to misleading conclusions if the shape of the curves is different [78]. It has however been shown that this method is not as affected by the size of the sample as calibration measures [73].

**Figure 3.** Receiver operating characteristic (ROC) curves for the new Simplified Acute Physiology Score (SAPS II) (*) and the new admission Mortality Probability Model (MPM II) (C) in EURICUS-I sample. For both models are presented the relationship between true positives (sensitivity) and false positives (one minus specificity).

Other measures have been used, based on *classification tables*, with authors reporting sensitivity, specificity, positive and negative predictive values and overall correct classification rates. They are, however, of limited utility in the validation of a model, because they have to use a fixed cut point (usually 10, 50 or 90 %). Take for example the following case:

A hypothetical model is used to predict the mortality of a population of 1000 patients with a mortality rate of 12 %. Suppose that the application of the model would result
in all the patients being classified with a low risk of mortality (10 to 14 %).

So, in the aggregate, we should expect that a certain number of patients would die (10 to 14 %). However, a classification table with a 50 % cut point would classify those patients as *predicted survivors* and result in a very poor sensitivity when comparing them to *observed survivors*. However, in the present case, the model is predicting outcome in an accurate way.

Moreover, they can depend on the mortality rate of the sample, with models having generally low values on sensitivity especially when the analysed sample have a relatively high proportion of patients with low probabilities of mortality, since relatively few patients will have a probability of mortality greater than the chosen decision criteria [79].

The important difference between calibration and discrimination should be kept in mind. Let's look at the following two examples:

A hypothetical model is used to predict the mortality of a population of 1000 patients with an overall mortality rate of 20 %. 500 men (with a mortality rate of 40 %) and 500 women (with a mortality rate of 0 %) compose this population. Suppose that the application of the model would result in all patients (men and women) being classified as having a risk of mortality of 20 %. So, in the aggregate, the model would demonstrate very good calibration (observed 200 deaths, predicted 200 deaths) but a discrimination of no better than chance (area under ROC curve 0.50). In this case the model is very well calibrated but useless in the daily practice.

Another hypothetical model is used to predict the mortality in the same population. Suppose that the application of the model would result in all male patients who died being classified as having a risk of mortality of 60 % and all male who lived and all women classified as having a probability of 40 %. So, in the aggregate, the model would demonstrate a perfect discrimination (area under ROC curve 1.0) but a very poor calibration (observed 300 deaths, predicted 440 deaths).

The relative importance of calibration and discrimination varies with the utilisation that will be given to the model, with some authors arguing that for research or quality assurance purposes (group comparisons) calibration is especially important [37] and that for decisions about individual patients both descriptors are very relevant [80].

From a methodological point of view poor calibration of a model can be corrected. However, there is nothing that can adjust a model when it presents poor discrimination [48,66,81].

### 3.5.2 Uniformity of fit

The evaluation of the calibration and discrimination in the population under analysis is now
standard practice. More complex and less frequently performed is the identification of subsets of observations for which the model does not perform well. These observations are analogous to the influential observations in model building and its contribution to the overall deviation of the model can be exceptionally high [66].

The most important subsets are related to case mix, that is, the baseline characteristics of the population that are supposed to be related to the outcome of interest (Table 3).

Table 3. Principal components of case mix

1. Location in the hospital before ICU admission
2. Surgical status (non-operative, elective surgery, unscheduled surgery)
3. Degree of physiologic derangement
4. Physiologic reserve (age, chronic illnesses)
5. Diagnosis

The evaluation of the impact of case mix not directly related to severity of illness on the performance of outcome prediction models has been subject to less investigation. Although some authors such as Rowan and Goldhill in the United Kingdom [60,82] and Apolone and Sicignano in Italy [63,83] have suggested that the performance of a model could depend to a large extent on the composition of the population being studied, no consensus exists regarding how to define or evaluate the behaviour of a model in sub-populations.

Recently, we proposed the evaluation of these issues through a formal test of performance, comprising discrimination, calibration and O/E mortality ratios within clinically relevant sub-groups, in order to identify whether performance is identical in all groups (uniformity of fit) [84].

An example of such potential bias is the effect of previous therapy on the degree of physiologic derangement present at admission to the ICU (lead-time bias) [85,86]. If the patient has been stabilised prior to ICU admission (e.g. in the operative theatre or in the emergency room), the degree of physiologic derangement present at ICU admission will not reflect the physiologic severity of the underlying cause for admission. This problem can be less severe in the case of MPM II, since the variables included are not easily affected by acute therapy and are independent from the acute diagnosis. APACHE III accounts for this problem in the equations used for mortality prediction. For all the other systems the only way to estimate its influence is to analyse the performance of the score in subgroups defined by location in the hospital prior to ICU admission.
3.6 Model Updates and Modifications

All outcome prediction models require periodic updating. Changes in the population baseline characteristics, improvements in the outcome of major diseases or the introduction of new diagnostic tests with improved accuracy, all imply a modification in the models used. Moreover, the utilisation of a model outside its development population can also require modifications (customisation). Two recent examples in the literature exemplify this problem.

Sirio et al. in Japan [59], utilising APACHE II, demonstrated lower risk adjusted mortality for Japanese ICUs than for ICUs in the United States of America. They attributed the results to a different case mix, namely the frequency in Japan of patients with elective oesophageal and gastric cancer surgery. APACHE II, which was developed in 1985 in 13 American hospitals, is today not calibrated to be of use in Japan. Its utilisation will require recalibration, that is, the computation of new equations relating severity of illness to mortality.

In Italy, Apolone et al. [63] demonstrated very clearly that SAPS II, developed 5 years ago, was not able to adequately predict mortality in a sample of 99 Italian ICUs. After recalibration, the performance of the model has improved but not all the problems were solved.

More recently, our group faced this problem when using SAPS II in a large international study (EURICUS-I). We have shown that recalibration of a model is feasible, preferably by re-computing all the coefficients and not only by changing the relation between the final score and outcome. However, some problems met with when the model was applied to this population remained to be solved [87,88].

These modifications can also be necessary for the application of a general outcome prediction model to a specific group of patients, e.g. sepsis patients. This technique has been applied in the past with success [89-91] but it is not certain that it will be successfully applicable in all instances.

4. Model Applicability and Utility

Once a model has been developed and validated its applicability and utility should be accessed. Can it be used outside specific research conditions? Is it useful?

The first question has yet to be answered. All the developers of general outcome prediction models have advocated its general applicability in the intensive care setting. However, the literature contains sufficient examples of models developed in large populations that failed later when applied in other settings [27,58-64]. The question can only be answered by testing
the overall goodness of fit and the uniformity of fit of a model in the population in which this specific model is to be applied.

Another important problem is the frequent lack of adherence to the application rules of the model used. Different definitions of the variables, time frames for data collection, frequency of assessment, exclusion criteria and handling of data prior to analysis all can potentially affect the application of a model to a different population [92,93]. On the other hand, a strict adherence to the original rules is often not possible since these are quite frequently not available in detail. A recent review of these problems has been published, raising many doubts about the applicability of the models outside a research setting [94].

The potential applications of these models, and thus their usefulness, can be analysed separately for individual patients and for groups.

4.1 INDIVIDUAL PATIENTS

Some evidence suggests that statistical models can perform as well or better than clinicians in predicting outcomes [95-102]. Statistical models may help clinicians in the complex process of decision-making [103-105]. This view is however not universally supported [106-108], and can be specially controversial in the process of withholding or withdrawing treatment [109]. Moreover, the application of different models to the same patient frequently results in very different predictions [110]. An example is given in Figure 4, in which the predicted probabilities of death in the Portuguese study using two different models are plotted. Many problems must be solved to find a method applicable to individual patients and current recommendations preclude the use of statistical models for the prediction of outcome of individual patients [39].

The first problem is the probabilistic nature of the predictions compared with the binary nature of the decisions that have to be taken. All the existing models give us probabilistic predictions. At their very best, an accurate model can only say that there are 46% of chances that a specific patient will die. This prediction can be entirely true but useless in the process of decision making. The clinician can not know if that specific patient will fall in the 46 of each 100 that will die or in the 54 of each 100 that will survive. Consequently, to withdraw therapy in an individual patients based in the information given by such a model, is impossible. Attempts to use daily evaluation and adjustments to increase the certainty of the predictions have been made [111-114] but have failed to fulfil previous expectations when applied in other settings [115]. They can however be of use in discussions with relatives if they are properly calibrated for that specific ICU.

Another problem is the time frame needed for prediction. For a model to be of use in the process of decision making, the prediction must be given when the decision is to be taken. This precludes its use in the decision to admit a patient to intensive care (since most models
need at least 24 hours in the ICU before a prediction can be made). Even at later moments in time, when the model reaches a conclusion, only a small subset of patients can benefit from it. As an example, the utilisation of one of such systems (Riyadh Intensive Care Program) using computerised trend analysis of daily APACHE II scores corrected for organ system failure [111] in two ICUs resulted in a sensitivity of 14% in one study [115] and of 23% in another [116].

Figure 4. Plot of the new Simplified Acute Physiology Score (SAPS II) versus the Acute Physiology and Chronic Health Evaluation (APACHE II) Score in the Portuguese Multicentric study. SAPS II and APACHE II are highly related but there are a large number of outliers. The predictions seem more related in the extremes of risk than in the middle range.

It should be noted that the use of outcome prediction models has been advocated for decisions such as the use of total parenteral nutrition [117] or the identification of futility in intensive care, allowing the early withdrawal of therapy [116]. Some authors have inclusively demonstrated that the provision of the attendant clinician with objective estimates of patient outcome did not affect unfavourably the quality of care while reducing costs and increasing the availability of beds [118]. Maybe that in the future, with the application of other techniques [119-122], the remaining problems can be solved and the statistical methods will gain a place in the process of decision making in intensive care.
A field where the outcome prediction models have gained acceptance is clinical trials. They have been used in the aggregated level to assure the comparability of groups [123-125] and also for the identification of eligible patients and as a criteria for randomisation [126].
4.2 GROUP EVALUATION

At the aggregated level, outcome prediction models have been proposed for two objectives: allocation of resources and evaluation of performance.

A lot of research has been done on the identification and characterisation of low risk patients [99,127-131]. This type of patients, that received only monitoring and floor care services during the ICU stay could be discharged earlier to less intensive areas in the hospital [105,132]. One may argue that these patients have a low risk both of need of active-life support and of mortality, exactly because they were treated in an ICU. In other words, their treatment in less intensive areas of the hospital could lead to a more frequent deterioration of their clinical situation [133].

Moreover, the cost of a patient in intensive care depends mainly on the amount of nursing workload required. Patient-related characteristics (diagnosis, degree of physiologic derangement) are not the only determinants of this consumption; this depends also on standing practices and policies of care in each ICU. To focus only on patient characteristics at admission or during the first hours in the ICU is to forget the subsequent process of care. It seems therefore more logical to focus on the amount of nursing manpower available versus the amount of nursing manpower required during the stay of the patient in the ICU to evaluate the match between provision and consumption of resources, and the appropriateness of their use. This strategy has been followed in the past with success [134-137] and seems preferable to strategies more based on the condition of the patient or on the ratio between observed and predicted length of stay [138-140].

Inversely, outcome prediction models have been used to identify patients expected to use more resources [141]. Unfortunately, such patients can rarely be identified at admission since their degree of physiologic derangement during the first day in the ICU is quite variable but usually not very high [142-144]. But, on the other hand, should such identification be possible, what would we do with that knowledge: withhold treatment in potentially expensive patients?

Another area in which outcome prediction models were used during the last decade is performance evaluation. Several researchers proposed the use of outcome prediction models to evaluate the performance of the ICU. This was done under the assumption that existent models can take into account the most important determinants of mortality (age, previous health status, admission diagnosis, and level of physiologic derangement) [14]. It has been proposed to use the standardised mortality ratio (SMR) to evaluate performance. This ratio is obtained by dividing the actual number of deaths by the predicted number of deaths (resulting from the sum of the individual probabilities computed by the model) in the sample under analysis. The interpretation of the SMR is easy: a ratio less than one implies a performance better than the reference group and a ratio greater than one implies a performance lower than the reference group. This measure has been used for purposes as
diverse as international comparisons of intensive care [18,59,60,145-147], hospital comparisons [14,17,21,27,64,138,139,148,149], audits of intensive care [150-154], and evaluation of managerial effectiveness [149,155,156].

Figure 5 gives an example of this methodology, in which ICU A shows a performance lower than the reference (its SMR is higher than one) while ICU B shows a performance higher than the reference (its SMR is lower than one).

**Figure 5.** Use of the standardised mortality ratio (SMR) to evaluate the performance of the ICU. In this hypothetical example is plotted the SMR for two hypothetical ICUs: ICU A, with a ratio higher than 1 (performing worst than the reference) and ICU B with a ratio lower than 1 (performing better than the reference).

Prior to embracing this mode of utilisation, five questions should be answered.

- Can the data needed for the computation of the models be collected in a standard and reliable way?
- Can the models be used in the majority of the patients admitted to general intensive care units?
- Are the presently available models able to take into account the differences in baseline patient characteristics known to influence mortality?
Is the reference population adequately chosen and are the models well calibrated on that population?

Is the dimension of the sample under analysis large enough to yield the power for detecting significant differences?

Each of these assumptions has been challenged in the last years [60,92,93,96,157-161] and more research is required before this methodology can be universally applied.

The problem of sample size deserves a special word. As shown in Figure 6, the number of analysed patients is very important in the comparison of the ICU under analysis with the reference population. In small or quite heterogeneous populations we will not have the power needed to show significant differences, even if they exist (type II error).

**Figure 6.** Relationship between the number of analysed patients and the 95% confidence interval for the standardised mortality ratio (SMR). This hypothetical example describes an ICU with an overall SMR of 1.5 (observed mortality 15%, predicted mortality 10%). As shown, only with more than 130 patients analysed we can demonstrate that the SMR is significantly different from 1.

Moreover, the comparison between observed and predicted mortality, even if possible, should be more meaningful if performed in low-, medium-, and high-risk patients. Performance can vary inside ICUs according to the degree of severity of the admitted patients. This approach
has been advocated in the past on theoretical grounds [11,30,162] but it has been used in only one published study containing a number of patients in the middle and high-risk groups too small to allow definitive analysis [163]. This approach has also been used recently in the analysis of performance in the EURICUS-I study [34].
5. AIM OF THIS THESIS

In the preceding sections we have reviewed the methodological steps needed for the development and application of general outcome prediction models in intensive care. Our main focus of interest was the evaluation of performance of ICUs. Can it be measured? And if so: in which conditions?

The objective of the research described in this thesis is threefold. First, to evaluate the results of the application of a standard methodology for the measurement of performance in the intensive care setting. Subsequently, a more detailed analysis is undertaken addressing the reasons that could explain the incapability of the models to correctly adjust to patient baseline characteristics when applied to independent populations. Finally, an appraisal of the techniques that can be used to improve the predictive capability of the models is made.

The path of research followed was:

- to test the predictive accuracy of two general severity scores, SAPS II and APACHE II, when applied prospectively to a multicentric Portuguese database (Chapter 2);
- to test the generalizability of the findings when evaluated in a large multinational database, using SAPS II and MPM II₀ (Chapter 3);
- to study the main determinants of the length of stay in the ICU (LOS) and the way it is influenced by patient and hospital characteristics other than solely by the severity of illness of the patients; to address in more detail the effects of the LOS in the predictive performance of SAPS II (Chapter 4);
- to study the predictive ability (performance) of the models across relevant sub-groups, and to test the hypothesis that unequal performance is one of the main determinants of their frequent inability to accurately predict mortality when applied to independent populations (Chapter 5);
- to explore two different strategies to improve the predictive accuracy of MPM II₀, testing formally its effects on the overall performance and the performance across sub-groups of the model (Chapter 6).
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