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ABSTRACT

Wireless Sensor Network (WSN) deployment experiences show that data collected is prone to be imprecise and faulty due to internal and external influences, such as battery drain, environmental interference, sensor aging. An early detection of such faults is necessary for the effective operation of the sensor network. In this preliminary work, we propose a hybrid approach to the detection of faults and we illustrate its performance on data coming from a real sensor deployment. The proposal is a first step to have a hybrid method towards automated on-line fault detection and classification in context-aware WSNs middleware framework.

Categories and Subject Descriptors

B.8.1 [Hardware]: Metrics—Performance and Reliability - Reliability, Testing and Fault-tolerance

General Terms

Algorithm, Experimentation, Measurement, Reliability

Keywords

Data & System faults, Hybrid Fault detection

1 Introduction

Wireless Sensor Networks (WSN) has been widely employed for enabling various monitoring and control applications such as environment surveillance, industrial sensing, traffic monitoring, etc [4]. Many mobile and pervasive applications deliver us with information about phenomena or events at a much higher level of detail by continuously collecting and processing information from the physical world. The cornerstone for its success lies in the ability to draw meaningful and precise inferences from the collected data which in turn requires to have high data quality coming from the sensors. In general, wireless sensor nodes may experience two broad categories of faults that lead to the degradation of performance such as function and data faults. On the one hand, there is the data-centric view comprising faults such as outlier, spike, stuck-at and noise. On the other hand, there is the system-centric view with faults such as calibration, hardware, low battery and clipping [3].

To illustrate examples of fault, consider two specific sensors such as pressure sensor to detect chair occupancy status and designed by Advantice Systems uses the Tekscan® A201-100 FlexiForce® sensor. It provides force and load measurements. Another is Passive InfraRed (PIR) sensor detects the motion of users inside the office. The sensor uses the Perkin Elmer Optoelectronics® LH878 sensor.

Given the general impossibility to install a perfectly calibrated and robust network of sensors, we consider the paramount problem of run-time detection and classification of faults. We couple it with root-cause analysis of sensor faults, as well as techniques that can automatically scrub collected sensor data to ensure high quality in context-aware WSNs middleware framework. A first step in this direction is to obtain an understanding of the occurrence of faulty sensor readings in existing real-world deployments by using more than one detection method. Here, we propose to firstly explore three qualitatively different techniques for automatically detecting faults from a trace of sensor readings: rule-based, estimation, and learning based methods. Our proposal is based on (1) by artificially injecting faults of varying intensity into sensor datasets, we are able to study the detection performance of these methods. We find that these methods sit at different points on the accuracy and robustness spectrum; (2) we evaluate the methods on real-world datasets, where we observe the actual frequency of fault occurrence; (3) we define heuristics rules to identify faults dynamically in WSNs. This study lays the foundations for the definition of a hybrid approach to fault detection in WSNs.

2 Faults Detection Approach

To define a hybrid approach, we begin by over-viewing three prominent methods.

Detection Methods: While there are numerous methods for detecting faults, we consider three qualitatively diverse methods Rule-
based, Linear Least-Square Estimation (LLSE) and Hidden Markov Model (HMM - learning-based) to define heuristics rules for detecting and identifying faults dynamically. Rule-based methods are based on domain and expert knowledge to define heuristic rules for identifying and classifying faults. Estimation methods predict normal sensor behavior by leveraging sensor correlation. Finally, learning-based methods are able to statistically identify and classify classes of faults. The system heuristics rules built on expert and domain knowledge and data from activity recognition in smart office Lab. Next we describe such heuristic rules.

**Rules:** Upon getting a data point, the system applies the set of rules developed to identify inconsistent data. Consequently all rules are applied to all data points, a few of them are listed below:

- **Noise:** There is always some amount of noise in the measurements. We take the average of readings in the noise window N. If the standard deviation of points within the noise window is greater than some threshold specified by the noise parameter, the samples are corrupted by the noise fault. Clearly, the performance of this rule depends on the threshold value.

- **Constant:** Compute the standard deviation of sample readings within a window N. If it is zero, the samples are corrupted by constant faults. The window size N can be in terms of number of sample or time, so the performance of this rule depends on the window size N.

- **Outlier:** The most common features to model an outlier are distance from other readings and gradient but first needs to model the expected underlying behavior. For that purpose we use simple methods of determining the expected range based upon previous data sample points and also expert and domain knowledge. Contextual information about the sensor plays a larger role in this fault meanwhile we are modeling expected behavior in a struggle to identify outliers.

- **Short:** Compute the rate of change of the physical phenomenon being sensed between two successive sensors readings. If the rate of change is above a threshold, it is an instance of a short fault.

Once the rules have been applied to each data-point and recovery required for the various identified faults to resolve them dynamically. The recovery and reconfiguration techniques that would either isolate or resolve identified faults remain also to be investigate in future.

### 3 Preliminary Evaluation and Conclusion

Our preliminary evaluation of the approach on the occurrence of faults in real world datasets coming from the GreenerBuildings project shows promise. The major fault in the readings was of the type short. We applied the short rule, LLSE and HMM methods, and a Hybrid (combination of Rule, LLSE and HMM) method to identify short faults in pressure, acoustic and PIR sensors readings. Figure 2 shows the occurrence of short faults for different sensors in the GreenerBuildings dataset. The Hybrid method removes false positives reported by the Short, LLSE or HMM methods. From Figure 1(a) one notices that short faults are relatively common. They are most predominant in the PIR sensor data (almost 1 fault every 70 samples). In this data set, spike faults were infrequent. Only one node had spike fault but it last for long time. If we consider it as a system fault then it will be either low battery or node broken as shown in the Figure 1(b).
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