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Abstract - In this paper a method is presented to build an Euler-Lagrange model for electrical networks, including switches and integrated (non-ideal) coupled-magnetics, in a structured general way. One of the advantages of emphasizing the physical structure of these systems is its functionality during the controller design stage. In case a switching network contains coupled-inductor structures, an additional path for the energy transfer is introduced. For this reason, a basic building block is proposed that describes the dynamical behaviour of a pair of magnetically coupled-inductors. This building block is applicable to all types of switching converters, and easily predicts the existence of reduced or zero-ripple current. The switches make the dynamic models nonlinear. For using the Lagrangian structure for controller design, the zero-dynamics for such switching network had to be studied. It is shown that under certain coupling conditions it will not be possible to design a globally stable controller. The approach is illustrated by means of the coupled-inductor Čuk-converter with zero-output ripple, in closed loop with an adaptive passivity-based controller.

1 Introduction

During the last thirty years major research has been devoted to optimization of modeling, design and control techniques of DC-to-DC switched-mode power converters. In recent developments these systems are considered from a physical modeling point of view. It is shown in [9, 11] that the conventional average PWM (pulse width modulation) models of the classical Buck, Boost, Buck-Boost and the more complex Čuk converter correspond to systems derived from classical Euler-Lagrange (or Hamiltonian, [2]) dynamic considerations. The approach consists of establishing a suitable set of average Euler-Lagrange (EL) parameters modulated by the duty ratio function. Here, we develop a procedure that results in the EL parameters of a general switching electrical network structure, where we assume switches to be ON and OFF, and where the EL parameters are extended with constraint equations stemming from Kirchhoff's current laws. The major advantage of emphasizing the physical structure of the systems is its functionality during the controller design stage. This will finally lead to feedback (passivity-based) controlled systems that do not involve cancellation of non-linearities and are globally defined, see e.g. [6, 10].

The Lagrangian approach for switching networks as initiated in [9, 11] was up to now, build on the assumption that the converters, and electrical circuits in general, do not contain any magnetic couplings between its different loops. Here, this assumption is no longer necessary, since we include essential terms that correspond to the magnetic energy of the coupling into the Lagrangian description.

As shown in [9, 11], the non-minimum phase character of the converters above induces several difficulties for the application of passivity-based control techniques. For this reason, the output is controlled indirectly through the regulation of the input current. We can show that there exists a range of coupling 'mismatch' adjustments for which all currents and voltages show unstable zero-dynamics. This is mainly caused by the additional magnetic coupling between the loops in the network. In this case it is not possible to design a globally stable controller. In addition we show that for exact matching conditions (zero-current ripple) the order of the zero-dynamics is reduced.

In Section 2 we present the general procedure to develop an EL model for switching and non-switching electrical networks. Then, in Section 3 we show how to include coupled-magnetics into the EL model. Section 4 treats a study of the stability of the zero-dynamics, corresponding to the (non-) minimum phase behaviour of the output in relation to the coupling adjustments. In Section 5 an adaptive passivity-based controller for the Čuk converter with zero-output ripple is developed. Simulations are presented. Finally, in Section 6 we end with the conclusions and recommendations.

2 Euler-Lagrange Modeling of Electrical (Switching) Networks

The constraint EL dynamics of an electrical circuit $\Sigma_e$ can in general be characterized as follows [11]:

$$\dot{\Sigma}_e : \quad \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = - \frac{\partial D}{\partial \dot{q}} + A(q)\lambda + F_q$$

where $\dot{q}$ is the vector of flowing current and $q$ represents the electric charge. The vector $q$ constitutes the generalized coordinates describing the circuit and is assumed to have $N$ components, represented by $q_1 \ldots q_N$. It is well-known that the scalar function $L$ is the Lagrangian of the system, defined as the difference between the magnetic co-energy of the circuit, denoted by $T(q, \dot{q})$, and the electric field energy of the circuit, denoted by $V(q)$, i.e., $L(q, \dot{q}) = T(q, \dot{q}) - V(q)$. The function $D(q)$ is the Rayleigh dissipation function of the system. The vector $F_q = [F_{q_1}, \ldots, F_{q_N}]$ represents the ordered components of the set of generalized forcing functions, or voltage sources, associated with each generalized coordinate. The
constraints that follow from Kirchhoff’s current laws are captured in $A(q)$. Following ([6]), we refer to the set of functions $(T, V, D, F_q, A(q))$ as the EL parameters of the circuits, and simply express a circuit $\Sigma_e$ by means of the ordered five-tuple:

$$\Sigma_e = (T, V, D, F_q, A(q)).$$ \hspace{1cm} (2)

The EL equations actually form a balance of generalized forces, or efforts, which in the electrical domain is given by the voltages. It involves both generalized position and generalized velocity coordinates for each separate physical element. In the electrical domain that means that we attach to each separate element (inductor and capacitor) two state-variables, namely a charge and a current. Clearly this does not correspond to the physical intuition, but it can be viewed as if for the inductor the charge is an intermediate help variable, and for the capacitor the current is. These help variables are finally removed using the constraint equation.

This framework can be used to model electrical networks with linear inductive and capacitive elements and with or without ideal switches. The switches can be naturally involved in the constraints that follow from Kirchhoff’s current laws. If we denote by the scalar $u$ the switch position, which is assumed to take values on a discrete set of the form $\{0, 1\}$. The complete procedure is as follows:

Procedure:
1. Give all $N$ dynamic elements in the network two coordinates, namely a charge and a current coordinate, $q_j$, and $\dot{q}_j, j = 1 \ldots N$.
2. Determine the corresponding energy for all ideal elements, i.e., the magnetic co-energy for the inductive elements, denoted by $T(q, \dot{q})$, and the electric field energy for the capacitive elements, denoted by $V(q)$. In case of a switching network, this step does not involve the position of the switch.
3. Determine the Rayleigh dissipation energy, denoted by $D(q)$, for the resistive elements, which may involve the switch position $u$, and the use of a Kirchhoff current law for determining the current through the resistive element in terms of the dynamic elements as given in step 1.
4. Determine the generalized forcing functions $F_q$ given by the voltage sources, possibly depending on the switch position.
5. Give the constraint equations that are determined by Kirchhoff’s currents laws, that do not include the laws of step 3, and thus only involve the currents through the dynamic elements. If there are no constraint equations for this step, then put $A(q) = 0$.
6. Plug the information of the previous steps in the constraint form of the EL equations (1) and determine a state space model by choosing the currents corresponding with the inductive elements, and either the charge or the voltage corresponding with the capacitive elements, as state variables.

The above procedure, as well as the developments in e.g. [9], was initially build upon the assumption that the electric circuits do not contain any magnetic couplings between its different loops. In the following section, we will show that this assumption is no longer necessary.

3 Coupled-Magnetics

In this section we treat the inclusion of coupled-magnetics in the EL framework. First, a pair of magnetically coupled-inductors is considered. Next, we generalize our developments to circuits containing several magnetic couplings between its different loops. As an example, we illustrate the potential of the method using the well-known Čuk converter in which both the inductors are coupled, e.g. [1].

A pair of coupled-inductors may be considered as the non-ideal equivalent of an AC transformer, with a rate of coupling, $k \in [0, 1)$ and an effective turns ratio $n = \sqrt{L_1/L_2}$. As a result of the coupling, both the magnetizing currents share the same flux paths with an order or magnitude depending on $k$. This involves an additional path for the energy using a magnetic field. In terms of the common fluxes $\phi_j, j = 1, 2$, a pair of coupled-inductors can be characterized as follows

$$\begin{bmatrix} \phi_1 \\ \phi_2 \end{bmatrix} = \begin{bmatrix} L_1 & L_{12} \\ L_{21} & L_2 \end{bmatrix} \begin{bmatrix} i_{L_1} \\ i_{L_2} \end{bmatrix},$$ \hspace{1cm} (3)

for which $L_{12} \geq 0$ and $L_{21} \geq 0$ satisfy the condition of reciprocity, i.e., $L_{12} = L_{21} = L_m = k\sqrt{L_1L_2}$ denoted as the mutual inductance.

![Figure 1: Equivalent topology of a pair of coupled-inductors](image)

From these relations it is clear that $L_1$ and $L_2$ would form two separate inductors if $k = 0$, and thus $L_m = 0$. For non-zero values of $k$, $L_m$ is representative for the interaction between the inductors. Now, in order to obtain expressions for the currents and voltages, equation (3) is rewritten as

$$\frac{d}{dt} \begin{bmatrix} i_{L_1} \\ i_{L_2} \end{bmatrix} = \begin{bmatrix} \beta & -\gamma \\ -\gamma & \alpha \end{bmatrix} \begin{bmatrix} v_{L_1} \\ v_{L_2} \end{bmatrix},$$ \hspace{1cm} (4)

where $v_{L_j} = \frac{d\phi_j}{dt}, j = 1, 2$ and $\alpha, \beta$ and $\gamma$ may be expressed as

$$\alpha = \frac{n^2}{(1-k^2)L_1}, \beta = \frac{1}{(1-k^2)L_1}, \gamma = \frac{nk}{(1-k^2)L_1}.$$ \hspace{1cm} (5)
The term \(1 - k^2\) can be considered as the magnetic flux dispersion, which denotes the amount of flux not shared by both the inductors. Notice that other parameterizations of (5) are also possible but, as will be illustrated later in the example, these notations provide a straightforward insight in the magnetizing energy interconnections. A visual representation of (3) and (4) may be given as in Fig. 1, in which \(L_{ij} = L_i - L_m\) are the leakage inductances of the primary and the secondary winding, respectively. In view of the Lagrangian modeling procedure, we consider a pair of magnetically coupled inductors as a single system \(\Sigma_T\) for which the total amount of stored energy \(T\) in terms of the currents is, using (3), given by

\[
T(l_1, l_2) = \frac{1}{2} \begin{bmatrix} i_{l_1}^T \ v_{l_1} \\
 i_{l_2}^T \ v_{l_2} \end{bmatrix} \left[ \begin{array}{cc}
 L_1 & L_{12} \\
 L_{21} & L_2
\end{array} \right] \begin{bmatrix} i_{l_1} \\
 i_{l_2} \end{bmatrix}.
\] 

(6)

For general descriptions of the magnetic energy of an electrical network containing \(N\) inductors with \(N\) magnetically coupled loops, it follows in a similar way that

\[
T(q, \dot{q}) = \frac{1}{2} \dot{q}^T \left[ \begin{array}{cccc}
 L_1 & L_{12} & \cdots & L_{1N} \\
 L_{21} & L_2 & \cdots & \cdots \\
 \vdots & \vdots & \ddots & \vdots \\
 L_{N1} & L_{N2} & \cdots & L_N
\end{array} \right] \begin{bmatrix} \dot{q}_1 \\
 \dot{q}_2 \\
 \vdots \\
 \dot{q}_N \end{bmatrix},
\]

(7)

where \(i\) is subsequently replaced by its generalized coordinates \(\dot{q} = [\dot{q}_1, \ldots, \dot{q}_n]^T\). Notice that \(T(q, \dot{q})\) satisfies \(T(q, \dot{q}) \geq 0\). The separate inductors are denoted by \(L_1, \ldots, L_N\), while the mutual inductances \(L_{12}, L_{21}, \ldots, L_{N-1,N}, L_{N,N-1}\), denote the various coupling paths between these inductors. If, for example, there exists no coupling between the \(M - 1\)th and the \(M\)th inductor the corresponding coefficients are set to zero. As before, notice that in case of a symmetrical network the condition of reciprocity is satisfied.

**Example: Coupled-inductor Čuk converter**

This example illustrates the potential of the proposed procedure for switching networks, including coupled-magnetics. We use the coupled-inductor Čuk converter, which serves as a case study throughout the paper. We explicitly assume that the converter operates at continuous conduction mode.

![Figure 2: Coupled-inductor Čuk converter](image)

The circuit topology of the coupled-inductor Čuk converter is depicted in Fig. 2. The capacitive energy transfer imposes identical rectangular voltage waveforms on both the inductors which has justified the magnetic extension, [1]. Providing the right adjustments of \(k\) and \(n\), the input current ripple can be steered into the output inductor, or vice-versa, to result in practically zero ripple current on either the input or the output of the converter. Following the general procedure as given in section 2, we start with defining the following (intermediate) state variables \(q_1, q_2\), \(j = L_1, C_1, L_2, C_2\). We proceed with equating the magnetic co-energy, \(T(q, \dot{q})\), and potential energy, \(V(q)\), of the circuit

\[
T(q_1, q_2) = \frac{1}{2} L_1 q_1^2 + \frac{1}{2} L_2 q_2^2 + L_m q_1 q_2;
\]

\[
V(q_1, q_2) = \frac{1}{2C_1} q_1^2 + \frac{1}{2C_2} q_2^2.
\]

(8)

The remaining EL properties are readily found to be

\[
D(q_{21}, q_{22}) = \frac{1}{2} R(-q_2 - \dot{q}_2)^2;
\]

\[
f_{q_1} = E; \quad f_{q_1} = f_{q_2} = f_{q_3} = 0;
\]

\[
A(q)^T \dot{q} = \dot{q}_1 + u \dot{q}_2 - (1 - u) \dot{q}_1 = 0.
\]

(9)

Plugging (8) and (9) into the constraint equation (1) yields for the coupled-inductor Čuk converter:

\[
L_1 q_1 + L_m q_2 = -(1 - u) + E
\]

\[
L_2 q_3 + L_m q_3 = R(-q_3 - \dot{q}_3) + u \lambda;
\]

\[
\begin{bmatrix} L_1 & L_{12} & \cdots & L_{1N} \\
 L_{21} & L_2 & \cdots & \cdots \\
 \vdots & \vdots & \ddots & \vdots \\
 L_{N1} & L_{N2} & \cdots & L_N
\end{array} \begin{bmatrix} \dot{q}_1 \\
 \dot{q}_2 \\
 \vdots \\
 \dot{q}_N \end{bmatrix} = \begin{bmatrix} \dot{q}_1 \end{bmatrix},
\]

(10)

which results in the state equations for \(x = [x_1, x_2, x_3, x_4]^T = [L_1, C_1, \dot{q}_1, L_1, C_2, \dot{q}_2]^T\), in terms of \(\alpha, \beta, \gamma\) as

\[
x_1 = -u \gamma x_2 - (1 - u) \beta x_2 - \gamma x_4 + \beta E
\]

\[
x_2 = (1 - u) \frac{1}{C_1} x_1 - u \frac{1}{C_2} x_3
\]

\[
x_3 = u \alpha x_2 + (1 - u) \gamma x_2 + \alpha x_4 - \gamma E
\]

\[
x_4 = -\frac{1}{C_2} x_3 - \frac{1}{C_2} x_4.
\]

(11)

This is the model with discrete values for the switch, where \(x_1, x_3\) represent the inductor currents, and \(x_2, x_4\) represent the capacitor voltages. We have thus shown that the assumptions in e.g. [11] and [9] are no longer necessary. With help from the definitions in (5) it is now easy to see that for the matching condition, \(n = k\), \(\alpha = \gamma\), the state \(x_3\) does not depend on the switch position function anymore, which results in zero ripple output current. The same holds for \(x_1\), in case of the inverse matching condition, \(n = k^{-1}\), \(\beta = \gamma\), which results in zero ripple input current. A third practically relevant condition can be found for \(n = 1, 0 \leq k < 1, \alpha = \beta\), which is denoted as the balanced ripple reduction. Both the current ripples can be reduced between 0 and approximately 50%.

**Remark:** These conditions, unfortunately, are often not easy to acquire in practice, i.e., there will always be a certain ‘mis-match’ between \(k\) and \(n\). We come back to this in the next section. Coupled-inductor extensions can also be applied to the classical Buck, Boost and Buck-Boost converters, but in these cases an extra capacitor is needed to serve as a driven voltage source for the secondary inductor, see e.g. [14].

As shown in [6, 9, 11], the switched EL equations are also closely related to the average PWM models. For the Čuk converter given by the dynamic equations (11) this means that the
state variable $z$ is replaced by the average state $\bar{z}$, representing the average inductor currents and capacitor voltages, and the discrete signal $u$ is replaced by the duty ratio function $D$ that takes values in the open interval $[0,1]$. The description of the dynamics as described in words above is given by the following more compact matrix representation

$$A\bar{z} + D\mathcal{J}_1 z + \mathcal{J}_2 z + \mathcal{R} z = \mathcal{E}$$

(12)

where $A$ is invertible, and where $\mathcal{J}_i = -\mathcal{J}_i^T$ and its elements are given by $\{-1, 0, 1\}$, for $i = 1, 2$. For the coupled-inductor Čuk converter we have $\mathcal{E} = [E, 0, 0, 0]^T$ and

$$A = \begin{bmatrix} L_1 & 0 & L_m & 0 \\ 0 & C_1 & 0 & 0 \\ L_m & 0 & L_2 & 0 \\ 0 & 0 & 0 & C_2 \end{bmatrix}; \mathcal{J}_1 = \begin{bmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix};$$

$$\mathcal{R} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & R^{-1} \end{bmatrix}; \mathcal{J}_2 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$
It is seen that the relative degree equals \( r_1 = 1 \). We then proceed by calculating \( z = \varphi^{-1}[\xi, \eta]^T \), and form the zero-dynamics by giving \( z_1 \) its desired value \( I_{sd} \), i.e., then \( \xi_1 = I_{sd} \), and we consider the dynamics of \( \eta \), see [3]. In order to determine whether or not the zero-dynamics are stable, we linearize the dynamics at the equilibrium point \( \eta^0 \), that corresponds to (14). In order to numerically compute the eigenvalues, we need to complete the design of our converter first. In the sequel we use the following realistic values [11]: \( E = 100\text{V}, \ R = 40\Omega, \ C_1 = C_2 = 10\mu\text{F} \), and the coupling parameters are set to: \( n = 0.7, \ 0 \leq k < 1 \), where for the matching condition we take \( k = n, \ L_1 = 600\mu\text{H}, \ L_2 \propto k \) and for the inverse matching we take \( L_2 = 600\mu\text{H}, \ L_1 \propto k \). In case for the zero-dynamics of \( z_1 \) for the matching condition this yields for the linearization the eigenvalues \((-1655, -2248 \pm 1538.9i)\).

We conclude that for this condition \( z_1 \) shows stable zero-dynamics.

Next, consider the case that \( k = n^{-1} \). In this case the normal form is found as

\[
\xi_1 := \varphi_1(z) = z_1, \\
\xi_2 := \varphi_2(z) = -\beta z_2 - \beta E - \beta z_4 = \dot{z}_1,
\]

determined the state of the zero-dynamics by

\[
\eta_1 := \varphi_3(z) = \frac{1}{2} C_1 z_2^2 + \frac{1}{2}(\beta - \alpha)^{-1}(z_1 + z_3)^2 \\
\eta_2 := \varphi_4(z) = z_4.
\]

We now notice that the relative degree equals \( r_1 = 2 \), which tells us that the order of the zero-dynamics is reduced from 3 to 2. Following the same procedure as above, we calculate the eigenvalues after the linearization as \((-1655, -100850)\). Again, we conclude that the regulation through \( z_1 \) remains feasible.

Finally, we consider the (practical) ‘mismatch’ cases. The general description of the normal form is now given by

\[
\xi_1 := \varphi_1(z) = z_1,
\]

and that the state of the zero-dynamics is going to be determined by

\[
\eta_1 := \varphi_3(z) = \frac{1}{2}(\beta - \gamma)^{-1}z_1^2 + \frac{1}{2} C_1 z_2^2 + \frac{1}{2}(\alpha - \gamma)^{-1}z_3^2 \\
\eta_2 := \varphi_4(z) = -\frac{1}{C_1} z_1 - \frac{1}{C_1} z_3 \\
\eta_3 := \varphi_4(z) = z_4.
\]

Again we perform similar calculations as before, but now for all values of \( k \) in the closed interval \( 0 \leq k < 1 \), except for \( k = n \) and \( k = n^{-1} \). The calculations are performed using MATLAB, and we find the eigenvalues as a function of \( k \), as depicted in Fig. 3, where ‘o’ is denoting the corresponding starting points for \( k \). From Fig. 3.(d) we conclude that in case of inverse matching condition ‘mismatch’ \( k > n^{-1} \) all states in the converter show non-minimum phase behaviour. For that, it is not possible to apply the passivity-based controller techniques. Fortunately, this range of adjustments will not be of prime concern in a practical situation where we rather choose for zero output current ripple, corresponding to the matching condition instead of the inverse matching condition.

5 Adaptive Passivity-Based Stabilization of the Zero-Output Ripple Čuk Converter

We now provide the only feasible regulation based on an indirect output capacitor voltage control, achievable through the regulation of the input current. In order to account for parametric uncertainty and changes in load we define the following version of the control reference as

\[
z_{id} = I_{id} = \frac{V_{2d}}{E}, \quad (16)
\]

where the quantity \( \theta \) denotes the estimate of \( R^{-1} \). Corresponding to this objective for the input current \( z_1 \), the required input voltage, output voltage and output current may be represented by the functions \( z_{2d}(t), z_{3d}(t) \) and \( z_{4d}(t) \), to be determined. Now we follow the procedures as given in [6, 9, 11], and obtain the following implicit definition of our controller that preserves passivity of the closed loop:

\[
A z_d + D f z_d + J z_d + \Theta z_d - R^t \ddot{z} = E \quad (17)
\]

where \( \ddot{z} = z - z_d \), denotes the state error dynamics. The necessary damping injection that is required for asymptotic stability is accomplished through \( R^t = \text{diag} [R_1, R_2^{-1}, R_3, R_4^{-1}] \). The estimation matrix is denoted \( \Theta = \text{diag}[0, 0, 0, \theta] \), where \( \theta \) is given by

\[
\theta = \theta^0 - \int_0^t z_{2d} \ddot{z}_d d\tau. \quad (18)
\]

Hence, we find an explicit definition of our controller by choosing the control rule

\[
D = \frac{\beta z_{2d} + \gamma z_{4d} - \beta E - \beta R_1 z_1 + \gamma R_3 z_3 - \theta \frac{V_{2d}}{E}}{\beta - \gamma} z_{2d} \quad (19)
\]

and let the functional relations \( z_{2d}, z_{3d}, z_{4d} \) as in (17). For further analysis, we refer to related considerations and remarks.
as given in [6, 9]. The above developments lead to a full-state feedback scheme, which is based on philosophies that can be found in [4, 8].

Future research is recommended towards the involvement of more non-ideal physical effects, a more general statement about the non-minimum phase structure, and the influence of more complex topologies that are given in the power electronics literature. Furthermore, in general it remains a problem to tune the controller in an optimal way, since the corresponding equations are quite complex. It is therefore recommended to search for smart algorithms to tackle this problem. Some preliminary results on this topic can be found in [12, 13].
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