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Abstract: The so-called multiple hypothesis technique is applied to solve a recognition problem that can be divided into at least two sub-problems. The principle of the technique is to solve the sub-problems by recognisers, a pre-recogniser and a post-recogniser, and to allow the pre-recogniser to leave several possible solutions to the post-recogniser. The post-recogniser uses several hypotheses based on information or a priori knowledge. The post-recogniser tries to solve its assigned sub-problem by using the solutions from the pre-recogniser and different a priori knowledge. Therefore, there must be co-operation between the recognisers in order to achieve better total performance in solving the recognition problem. In this study, required abilities of the pre- and the post-recognisers are analysed in order to attain better recognition performance. This analysis gives guidelines for two special factors: number of outputs of the pre-recogniser and required recognition rate of each recogniser. These guidelines are applied to an actual mail-address reading system using a multiple hypothesis technique.

1 Introduction

It is important to understand the characteristics of a recogniser when unexpected patterns are input into a recogniser, which was trained or tuned to recognise only expected patterns in the character domain. This is because multiple hypothesis techniques and classifier combination techniques [1], which have been widely used in practical document-reading systems, must handle unexpected patterns. The multiple hypothesis technique can be applied to a recognition problem that can be divided into at least two sub-problems, such as the separation of hand-written characters and the recognition of separated hand-written characters [2]. This technique allows a pre-recogniser, which is assigned to the first sub-problem, to suggest several answers so as to include a correct one if it cannot give only one correct answer. A post-recogniser assigned to the second sub-problem processes each answer by using additional information and hopefully outputs a correct answer as the result of processing the correct input from the pre-recogniser. Therefore, the pre-recogniser's performance, the number of outputs of the pre-recogniser and the post-recogniser's selection ability are the main factors in determining the total performance of the multiple hypothesis technique, and the post-recogniser must have the ability to reject unexpected inputs because it may receive unexpected inputs from the pre-recogniser.

The next section gives a brief overview of the multiple hypothesis technique, which has been applied to the Japanese-mail-address reading system [3] developed
by our group, and explains what kind of difficulty the technique can solve. Section 3 analyses the relationship between the total correct acceptance rate and the rejection rate of unexpected inputs mathematically, and it also explains the relationship between the number of outputs, \( n \), of the pre-recogniser, its accumulated correct detection rate (the rate of a correct output to \( n \) outputs) and the correct rejection rate of unexpected inputs in the post-recogniser. It is emphasised that there must be some relationship between these rates so as to increase the total correct acceptance rate while the increase of the error acceptance rate is being restrained. Section 4 presents a numerical simulation and experiments using actual data processed by the mail-address reading system.

2 Multiple hypothesis techniques

This section introduces several examples of the multiple hypothesis technique used in the Japanese-mail-address reading system, whose aim is to read a recipient address. This technique is useful not only for mail-address reading systems but also for other pattern-recognition systems.

2.1 Variation in mail features

Variation in the following features must be taken into account in order to develop a system to read the address on mail.

- **Illustrations**: Japanese mail often has various pre-printed advertisement illustrations, including characters and logos, that are obstacles in detecting an address-block composed of address lines and a recipient's name. At the same time, the location of the address-block varies. Therefore, these obstacles make it difficult to detect the correct address-block of some mail. A multiple hypothesis technique could help to solve this problem.

- **Orientation**: The orientation of the address on mail (i.e. a letter or postcard) is often different. The direction of characters is therefore also different. In this situation, a multiple hypothesis technique could be useful.

- **Characters and words**: The address is expressed by printed characters of a certain font or by hand-written characters. These are obviously different according to the writers even if they write the same address. Moreover, the characters' spaces and dimensions depend on the writer or the printer. In addition to this variety, Japanese addresses are expressed by Chinese characters (Kanji), Japanese characters (Hiragana and Katakana), the Roman alphabet, Arabic numbers and other special symbols. All these characters make up about 3,000 categories in total. These varieties of characters present two main problems. One is the difficulty of segmenting or separating characters in the address line one by one because a Kanji character is often composed of several sub-parts similar to the other characters. The other problem is how to recognise a character out of the 3,000 categories composing address words, such as city names and town names, at a high recognition rate. A multiple
hypothesis technique could also help to solve these problems.

2.2 Multiple hypothesis techniques to cope with mail variety

The mail-address reading system uses the multiple hypothesis technique in order to solve the problems mentioned above. Figure 1 shows the structure of the Mail-Address Reading System (MARS).
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*Figure 1. Structure of the mail-address reading system*

The purpose of the pre-recogniser, named ASG (Address Segmentation), in MARS is to detect the address-block from a binary input image. Matching between *a priori* knowledge about typical address layouts and locational information of key-objects such as stamps can determine several possible outputs but cannot determine only one correct output because of the variety of illustrations on each piece of mail. The output of ASG is thus a set of address-block candidates detected according to hypotheses based on *a priori* knowledge. A mail image and its address-block candidates are shown in Figure 2(a).

The address-block candidates are input to the post-recogniser, named KAR (Kanji Address Recogniser), whose purpose is to read a recipient address in the block. KAR examines each address-block candidate. The major components of KAR are a separator (SEC) of the characters in the lines of the block and a recogniser (ADR) of those characters and address words. Clearly, it is very difficult for the separator to detect one correct result because of the structure of a Kanji character. Therefore, several sets of separated character candidates, as shown in Figure 2(b), are determined by SEC according to hypotheses based on statistical information of the peripheral features of Kanji characters [4].

The pre-recogniser (ACR) in ADR examines the objects in each separation candidate by character recognition, which has been trained in advance by using the feature information of characters. Usually, because the recogniser does not always give a correct answer as the first candidate, several category candidates for each object are determined as shown in Figure 2(c). The post-recogniser (AWM) matches the strings expressed by the combinations of category candidates with *a*
priori knowledge of existing address words (in order to search out address words in the strings) while it checks the compatibility between the end position of the previous word and the start position of the next word [5].
3 Analysis

In the following sub-sections, first, two recognisers for solving a recognition problem are considered. One is a pre-recogniser, for example, ASG, which processes an original input (a binary image in Figure 1) and sends $n$ outputs, of which one or none are correct. The other is a post-recogniser, for example, KAR, which receives $n$ inputs from the pre-recogniser and process them to give a final output (an address code in Figure 1). The characteristics of the recognisers are defined as follows:

- $a(i)$: accumulated correct detection rate in the pre-recogniser, which is the value of the number of correct results divided by the total number of inputs. A result is defined as correct when one correct output exists (between the first and the $i$th output) for one input, where $0 \leq a(i) \leq 1$, $i \leq n$ and $a(0)=0$.
- $p$: correct rejection rate in the post-recogniser, which is the value of the number of rejection results divided by the total number of unexpected inputs. A result is defined as correct when the recogniser correctly rejects an unexpected input, where $0 \leq p \leq 1$.
- $r_c$: correct acceptance rate in the post-recogniser, which is the value of the number of correct results divided by the total number of expected inputs. A result is defined as correct when the recogniser correctly recognises an expected input, where $0 \leq r_c \leq 1$.
- $r_e$: error acceptance rate in the post-recogniser, which is the value of the number of incorrect results divided by the total number of expected inputs. A result is defined as incorrect when the recogniser incorrectly recognises an expected input, where $0 \leq r_e \leq 1 - r_c$.

Next, two processing procedures, Proc. A and Proc. B, in the post-recogniser are considered, and they are typical in a multiple hypothesis scheme.

- Proc. A: The post-recogniser takes the first acceptance and stops processing the next input.
- Proc. B: The post-recogniser processes all $n$ inputs, and the case of more than two acceptances is regarded as a rejection of the original input.

3.1 Formulation

Figure 3 shows a kind of tree whose branches express whether the inputs to the post-recogniser are correct, errors, or rejects. The $i$th line indicates the case that the $i$th input is correct. The $(n+1)$th line indicates that all inputs are errors. This tree expression helps to formulate total correct acceptance rate $R_c$, total error acceptance rate $R_e$ and total rejection rate $R_r$ in Proc. A and Proc. B. Suffixes $a$ and $b$ are added to distinguish between Proc. A and Proc. B.

(1) Proc. A

\[
R_{ca} = r_c \cdot \sum_{i=1}^{n} \{a(i) - a(i - 1)\} \cdot p^{i-1},
\]

\[
R_{ea} = 1 - R_{ca} - R_{ra},
\]

\[
R_{ra} = (1 - r_c - r_e) \cdot a(n) \cdot p^{n-1} + (1 - a(n)) \cdot p^n.
\]
(2) **Proc. B**

\[
R_{cb} = r_c \cdot a(n) \cdot p^{n-1}, \\
R_{eb} = a(n) \cdot \{r_e \cdot p^{n-1} + (n - 1) \cdot (1 - r_c - r_e) \cdot (1 - p) \cdot p^{n-2} \} + \{1 - a(n)\} \cdot n \\
\cdot (1 - p) \cdot p^{n-1}, \\
R_{rb} = 1 - R_{cb} - R_{eb}.
\]
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**Figure 3.** Tree expression for correct and error inputs

### 3.2 Comparison between correct acceptance rates in Proc. A and Proc. B

The following inequation is always true according to any parameter.

\[
R_{ca} = r_c \cdot \sum_{i=1}^{n} \{a(i) - a(i - 1)\} \cdot p^{i-1} \\
- r_c \cdot \sum_{i=1}^{n} a(i) \cdot (1 - p) \cdot p^{i-1} + r_c \cdot a(n) \cdot p^{n-1} \\
\geq r_c \cdot a(n) \cdot p^{n-1} - R_{cb}.
\]

This inequation shows that **Proc. A** (the procedure that the post-recogniser takes the first acceptance and stops processing the next input) always gives a better total correct acceptance rate regardless of the ordering of inputs.

### 3.3 Changes of total acceptance rate and rejection rate

In this sub-section, the changes of total correct acceptance rate, total error acceptance rate and total rejection rate by increasing \( n \) in **Proc. A** are analysed. The purpose of this analysis is to judge whether the increase of \( a(n) \), i.e., \( a(n+1) \geq a(n) \), can also increase the total correct acceptance rate.

\[
\Delta R_{ca} = R_{ca}(n + 1) - R_{ca}(n) = r_c \cdot \{(a(n+1) - a(n)) \cdot p^n \geq 0.
\]

\[
\Delta R_{ra} = R_{ra}(n + 1) - R_{ra}(n) = p^n \cdot f(p),
\]

where \( f(p) = \{1 - a(n+1)\} \cdot p^2 + \{1 - r_c - r_e\} \cdot a(n+1) - \{1 - a(n)\} \cdot a(n) \). Because \( f(p) \leq 0 \) for \( 0 \leq p \leq 1 \), then \( \Delta R_{ra} \leq 0 \).

\[
\Delta R_{ea} = R_{ea}(n + 1) - R_{ea}(n) = -p^{n-1} \cdot g(p),
\]
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where \( g(p) = \{1 - a(n + 1)\} \cdot p^2 + [r_c \cdot \{a(n + 1) - a(n)\} + (1 - r_c - r_e) \cdot a(n + 1) - \{1 - a(n)\}] \cdot p - (1 - r_c - r_e) \cdot a(n) \).

Because \( g(p) \leq 0 \) for \( 0 \leq p \leq 1 \), then \( \Delta R_{ea} \geq 0 \).

The above inequalities prove that increasing the number of inputs can increase the total correct acceptance rate. However, total error acceptance rate also increases. The value \( (\beta \cdot \Delta R_c - \Delta R_e) \), where \( \beta \) is a constant, must therefore be introduced in order to examine whether the increase of \( \Delta R_c \) is much bigger than that of \( \Delta R_e \).

This evaluation is equivalent to rejection-error performance examination to check whether \((\Delta R_p + \mu \cdot \Delta R_e)\) decreases when \( \mu = 1 + (1 / \beta) \gg 1 \). In Proc. \( A \),

\[
\beta \cdot \Delta R_{ca} - \Delta R_{ea} = \int p^{n-1} \cdot h(p),
\]

where \( h(p) = \{1 - a(n + 1)\} \cdot p^2 + [(1+\beta) \cdot r_c \cdot \{a(n + 1) - a(n)\} + (1 - r_c - r_e) \cdot a(n + 1) - \{1 - a(n)\}] \cdot p - (1 - r_c - r_e) \cdot a(n) \).

Let \( p_0 \) be the bigger root of the quadratic equation \( h(p) = 0 \), named BICE (Balance of Increases in Correct and Error rates). Equation, then

\[
\beta \cdot \Delta R_{ca} - \Delta R_{ea} \approx 0 \quad \text{for} \quad p \leq p_0 \leq 1, \quad \text{when} \quad \beta \cdot r_c - r_e \approx 0,
\]

\[
\beta \cdot \Delta R_{ca} - \Delta R_{ea} \leq 0 \quad \text{for} \quad 0 \leq p \leq 1, \quad \text{when} \quad \beta \cdot r_c - r_e \leq 0.
\]

The evaluation of \( (\beta \cdot \Delta R_c - \Delta R_e) \) leads to the following conclusions.

1. Only when \( \beta \cdot r_c - r_e \approx 0 \) AND the correct rejection rate \( p \) is bigger than \( p_0 \),
   the total performance becomes better as \( a(n) \) increases. Here, \( p_0 \) is the lower limit of \( p \) obtained by \( h(p) = 0 \) and is therefore a function of \( a(n), r_c, r_e \) and \( \beta \).

2. When \( \beta \cdot r_c - r_e \leq 0 \), the total performance is degraded whatever the increase of \( a(n) \).

4 Experiments and discussion

4.1 Numerical simulation

To compare Proc. \( A \) with Proc. \( B \) numerically, \( a(n) \) is assumed to be given by \( 1/\{1+\exp(- \gamma \cdot n)\} \) (\( \gamma = 0.1, 0.5 \) and 1.0) and is shown in Figure 6, and \( p \) is assumed to be 0.85 or 0.99, while other parameters are fixed as \( r_c = 0.85 \) and \( r_e = 0.05 \). Parameter \( \beta \) is fixed as 0.11, which corresponds to \( \mu = 10.0 \). The condition \( \beta \cdot r_c - r_e \approx 0 \) is satisfied because \( \beta \cdot r_c - r_e \approx 0.11 \cdot 0.85 - 0.05 = 0.044 \approx 0 \).

Figures 4, 5 and 7 show the changes of the rates according to \( n = 2 \) to 10. The main points from Figures 4-7 are summarised as follows:

- According to the value of the correct rejection rate \( p \) in the post recogniser, the total acceptance rate changes drastically, especially when Proc. \( B \) is used, as shown in Figures 4(a) and 4(b).

- Figure 4 shows that \( R_{ca} \) keeps the highest rate and increases monotonously as \( n \) increases. And \( R_{cb} \) decreases when \( n \) exceeds a certain number. The reason \( R_{cb} \) decreases is because the condition \( p \geq a(n) / a(n+1) \), which can be derived from the inequation \( \Delta R_{cb} \geq R_{cb}(n+1) - R_{cb}(n) \approx 0 \), is not satisfied after \( n \) exceeds this certain number. When \( p \) becomes bigger as shown in Figure 4(b), all acceptance rates become similar.
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In Figure 5, it is important to pay attention to \( n_0 \), which is the value of \( n \) when \((\beta \cdot \Delta R_c - \Delta R_e)\) crosses the \( n \) axis, because \( n_0 \) expresses the balance point of \( \beta \cdot \Delta R_c \) and \( \Delta R_e \). In Proc. B, the increase of \( n \) becomes effective to increase \((\beta \cdot \Delta R_c - \Delta R_e)\) after \( n_0(-3) \) when \( p = 0.85 \) and is effective until \( n_0(-7) \) when \( p = 0.99 \). In Proc. A, the increase of \( n \) is effective until \( n_0(-6) \) when \( p = 0.99 \).

In Proc. A, \( p_0 \) has an important role because the increase of \( n \) is meaningful in the sense that \( \Delta R_c = 0 \) and \((\beta \cdot \Delta R_c - \Delta R_e) = 0 \) until \( n_0 \), the value of \( n \) that satisfies \( p = p_0 \). As \( a(n) \) increases (as \( \gamma \) becomes bigger in Figure 6), \( p_0 \) becomes steep and \( n_0 \) becomes smaller in Figure 7. As shown in the figure,
when \( p = 0.99 \), \( n_0 \) is about 6 or 4 when \( \gamma = 0.5 \) or 1.0. This result is reasonable because it indicates that higher \( a(n) \) requires lower \( n_0 \). When \( \gamma = 0.1 \), \( p_0 \) is around 0.998. Therefore, in this case, \( p \) must be increased to more than 0.998 from 0.990 in order to raise the total performance.

4.2 Analysis using actual data in the mail-address reading system

In this sub-section, ASG and KAR are selected as examples of a pre-recogniser and a post-recogniser in order to examine their required abilities in the actual mail-address reading system using the multiple hypothesis technique.

Figure 8 shows the accumulated correct detection rate \( a(n) \) of the address-block in ASG. The correct rejection rate \( p \) of unexpected inputs (wrong address-blocks), the correct read rate \( r_c \) of expected inputs (correct address-blocks) and the error read rate \( r_e \) in KAR are 0.997, 0.843 and 0.030, respectively. They were measured by experiments using about 1,000 pieces of mail. Figure 9 shows \( p_0 \) versus \( n \), which is obtained from BICE Equation \( h(p) - 0 \). Using these rates, \( \beta \cdot r_c - r_e = 0.11 \cdot 0.843 - 0.030 - 0.063 \gtrsim 0 \), and \( n_0 \) (the upper limit of the number of the address-block candidates) must be four from the figure. At this limit, the best performance, \( R_{ca} = -0.788 \) and \( R_{ea} = -0.031 \), can be estimated by the formulas under the criterion \( \beta \cdot \Delta r_c - \Delta r_e \gtrsim 0 \). The measured rates at this limit are \( R_{ca} = -0.804 \) and \( R_{ea} = -0.028 \), which coincide well with the above calculated rates.

5 Summary

The relationship between the performance of a pre-recogniser and the correct rejection rate of a post-recogniser in a system using a multiple hypothesis technique was mathematically analysed, and the actual recognition rates in a mail-address reading system were numerically simulated. The relationship was analysed mainly from the viewpoint of two special factors: number of outputs of the pre-recogniser and required performance of each recogniser. The main findings of the analysis are summarised below.
• When the criterion $\beta \cdot \Delta R_e - \Delta R_a = 0$ is used, the number of outputs $n$ of the pre-recogniser has a certain range determined by the accumulated correct detection rate in the pre-recogniser, the correct rejection rate $p$ and other characteristics of the post-recogniser. And when the post-recogniser takes the first acceptance, BICE Equation $b(p)$, which is derived from this analysis, can give the relationship between rate $p$ and number of outputs $n$, and can help to find the required performance of $p, p_0$, and the maximum number of $n, n_0$.

• Regardless of the ordering of the inputs (outputs of the pre-recogniser), the procedure in which the post-recogniser takes the first acceptance gives a better total correct acceptance rate than the procedure in which the recogniser processes all inputs.

It is thus concluded that the best recognition performance of an actual mail-address reading system using the multiple hypothesis technique can be achieved by using the parameters determined by the recognition performance analysis. This analysis can also be applied to other pattern-recognition systems, as well as mail-address reading systems, in order to increase their performance.
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