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A CLASS OF NEVANLINNA FUNCTIONS RELATED TO SINGULAR STURM-LIOUVILLE PROBLEMS

SEppo HassI, Manfred Möller, AND HenK de Snoo

Abstract. The class of Nevanlinna functions consists of functions which are holomorphic off the real axis, which are symmetric with respect to the real axis, and whose imaginary part is nonnegative in the upper half-plane. The Kac subclass of Nevanlinna functions is defined by an integrability condition on the imaginary part. In this note a further subclass of these Kac functions is introduced. It involves an integrability condition on the modulus of the Nevanlinna functions (instead of the imaginary part). The characteristic properties of this class are investigated. The definition of the new class is motivated by the fact that the Titchmarsh-Weyl coefficients of various classes of Sturm-Liouville problems (under mild conditions on the coefficients) actually belong to this class.

1. Introduction

The class $N$ of Nevanlinna functions is the collection of functions $Q(z)$ which are holomorphic on $\mathbb{C} \setminus \mathbb{R}$, have the symmetry property $Q(z) = Q(\bar{z})$, and for which the kernel

$$\frac{Q(z) - Q(w)}{z - \bar{w}}, \quad z, w \in \mathbb{C} \setminus \mathbb{R}, \quad z \neq \bar{w},$$

is nonnegative. The general Nevanlinna functions $Q(z) \in N$ coincide with the Titchmarsh-Weyl coefficients of $2 \times 2$ trace-normed canonical systems of differential equations on the half-line $[0, \infty)$; see [11–14], and also [13]. The Kac class $N_1$ is the collection of all Nevanlinna functions $Q(z)$ for which

$$\int_{1}^{\infty} \frac{\text{Im} Q(iy)}{y} \, dy < \infty.$$  

The subclass $N_0$ of $N_1$ consists of all Nevanlinna functions $Q(z)$ for which

$$\sup_{y > 0} y \text{Im} Q(iy) < \infty.$$  

For more on these classes, see [11, 12, 7 Section 1]. It has been shown recently (see [8, Theorem 3.1], [9, Theorem 4.1]) that under mild conditions all but one
of the Titchmarsh-Weyl coefficients of a Sturm-Liouville operator \(-DpD + q\) on
the half-line \([0, \infty)\) in the limit-point case belong to the Kac class \(N_1\). This state-
ment remains valid for a class of Sturm-Liouville problems where the eigenvalue
parameter appears rationally in the leading coefficient; cf. \([10, \text{Theorem 5.1}]\).

In fact, the arguments in \([8, 9, 10]\) show that the corresponding Titchmarsh-
Weyl coefficients have additional properties. To describe these properties, the class
\(M_1\) is introduced, which consists of all functions \(Q(z) \in \mathbb{N}\) for which there exists a
number \(c \in \mathbb{R}\) such that
\[
\int_1^\infty \frac{|Q(iy) - c|}{y} \, dy < \infty.
\]
This class parallels the class \(M_0\) of all \(Q(z) \in \mathbb{N}\) for which there exists a number
\(c \in \mathbb{R}\) such that
\[
\sup_{y > 1} y|Q(iy) - c| < \infty.
\]
In this note the characteristic properties of functions in the classes \(M_1\) and \(M_0\) are
investigated.

2. Nevanlinna functions

Recall that \(Q(z) \in \mathbb{N}\) if and only if \(Q(z)\) has the integral representation
\[
Q(z) = \beta z + \alpha + \int_{\mathbb{R}} \left( \frac{1}{t - z} - \frac{t}{t^2 + 1} \right) \, d\sigma(t), \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
where \(\beta \geq 0, \alpha \in \mathbb{R}\), and \(\sigma(t)\) is a nondecreasing function on \(\mathbb{R}\) for which
\[
\int_{\mathbb{R}} \frac{d\sigma(t)}{t^2 + 1} < \infty;
\]
cf. \([6, \text{p. 20}]\), \([12]\). The fractional linear transformation
\[
L_\tau(z) = \frac{z - \tau}{1 + \tau z}, \quad \tau \in \mathbb{R} \cup \{\infty\},
\]
leaves the class \(\mathbb{N}\) invariant, i.e. for each \(Q(z) \in \mathbb{N}\)
\[
Q_\tau(z) = L_\tau(Q(z)) \in \mathbb{N}.
\]
A function \(Q(z) \in \mathbb{N}\) belongs to \(N_1\) if and only if \(Q(z)\) has the integral representation
\[
Q(z) = \gamma + \int_{\mathbb{R}} \frac{d\sigma(t)}{t - z}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
where \(\gamma \in \mathbb{R}\) and \(\sigma(t)\) is a nondecreasing function on \(\mathbb{R}\) for which
\[
\int_{\mathbb{R}} \frac{d\sigma(t)}{|t| + 1} < \infty,
\]
in which case \(\gamma = \lim_{y \to \infty} Q(iy)\); see \([12, \text{Theorem S1.3.1}]\). Note that in this case
the integral representation \((2.1)\) reduces to the form \((2.4)\) with
\[
\beta = 0, \quad \gamma = \alpha - \int_{\mathbb{R}} \frac{t}{t^2 + 1} \, d\sigma(t).
\]
Moreover, \(Q(z) \in \mathbb{N}_0\) if and only if \(Q(z)\) has the integral representation \((2.4)\) and
the function \(\sigma(t)\) satisfies
\[
\int_{\mathbb{R}} d\sigma(t) < \infty.
\]
see \[7\] Proposition 1.3. The fractional linear transformation \((2.3)\) leaves the class \(N_1\) invariant, with one exception: if \(Q(z) \in N_1\) and \(\lim_{y \to \infty} Q(iy) = \gamma\), then \(Q_\tau(z) \in N_1\) for all \(\tau \in \mathbb{R} \cup \{\infty\}\) with \(1 + \tau \gamma \neq 0\), but for \(\tau = -1/\gamma\) (\(\tau = \infty\) when \(\gamma = 0\)), it follows that \(Q_\tau(z) \in N \setminus N_1\); see \[7\] Proposition 1.5.

3. New subclasses of Nevanlinna functions

Let \(\widehat{M}_1\) denote the class of Nevanlinna functions \(Q(z) \in N\) satisfying

\[(3.1) \int_1^\infty \frac{|Q(iy) - c|}{y} \, dy < \infty\]

for some \(c \in \mathbb{C}\). Due to the symmetry condition \(Q(z) = Q(\bar{z})\), this is equivalent to the condition

\[
\int_{-\infty}^{-1} \frac{|Q(iy) - \bar{c}|}{|y|} \, dy < \infty.
\]

The class of all functions \(Q(z) \in N\) for which \((3.1)\) holds with \(c \in \mathbb{R}\) will be denoted by \(M_1\).

**Theorem 3.1.** Let \(Q(z) \in \widehat{M}_1\) with the integral representation \((2.1)\). Then:

(i) \(\beta = 0\);
(ii) the number \(c\) in \((3.1)\) is uniquely determined and it satisfies \(\text{Im } c \geq 0\);
(iii) if \(\lim_{y \to \infty} Q(iy)\) exists, then it is equal to \(c\);
(iv) \(Q(z) \in M_1\) if and only if \((2.5)\) holds;
(v) if \(Q(z) \in M_1\), then \(Q(z) \in N_1\), \(\lim_{y \to \infty} Q(iy)\) exists and equals \(\gamma\) in \((2.4)\).

**Proof.** (i) Since \(Q(z) \in N\), it follows from

\[\beta = \lim_{y \to \infty} \frac{Q(iy)}{y} = \lim_{y \to \infty} \frac{Q(iy) - c}{y}\]

(see \[21\] (1.7)) and \((3.1)\) that \(\beta = 0\).

(ii) Assume that \((3.1)\) holds with \(c_1\) and \(c_2\). Then

\[|c_1 - c_2| \leq |Q(iy) - c_1 - (Q(iy) - c_2)| \leq |Q(iy) - c_1| + |Q(iy) - c_2|\]

shows that

\[\int_1^\infty \frac{|c_1 - c_2|}{y} \, dy < \infty,\]

which implies \(c_1 = c_2\). Since \(Q(z)\) is a Nevanlinna function, it follows from \(\text{Im } Q(iy) \geq 0\) for \(y > 0\) that

\[-\text{Im } c \leq \text{Im } (Q(iy) - c) \leq |Q(iy) - c|,\]

and \((3.1)\) implies \(\text{Im } c \geq 0\).

The proof of (iii) is similar to the proof of (ii).

(iv) If \(Q(z) \in M_1\), then \(c \in \mathbb{R}\), and

\[\text{Im } Q(iy) = \text{Im } (Q(iy) - c) \leq |Q(iy) - c|\]

implies that \(Q(z) \in N_1\), so that \((2.5)\) holds. Conversely, if \((2.5)\) holds, then it follows from (i) and \((2.1)\) that \(Q(z)\) has the form \((2.4)\) and that

\[\gamma = \alpha - \int_{\mathbb{R}} \frac{t}{t^2 + 1} \, d\sigma(t) \in \mathbb{R}\]

(see \((2.0)\)), so that \(\lim_{y \to \infty} Q(iy) = \gamma \in \mathbb{R}\). Hence, by (iii), \(c \in \mathbb{R}\) and \(Q(z) \in M_1\).

(v) This follows from (iv) and \[12\] Theorem S1.3.1. □
As to (iii) in Theorem 3.1 it seems to be unknown if there is a function \( Q(z) \in \tilde{M}_1 \) for which \( Q(iy) \) does not have a limit as \( y \to \infty \). Observe that (v) in Theorem 3.1 implies that \( M_1 \subset N_1 \). The following example shows that this inclusion is strict.

**Example 3.2.** Let the function \( \sigma(t) \) be defined by

\[
\sigma(t) = \begin{cases} 0 & \text{for } t < 2, \\ \int_2^{t} \frac{ds}{(\log s)^2} & \text{for } t \geq 2. \end{cases}
\]

Then

\[
\int_{|t|+1} \frac{d\sigma(t)}{t} \leq \int_{2}^{\infty} \frac{1}{t(\log t)^2} dt < \infty.
\]

Hence, the function

\[
Q(z) = \int_{R} \frac{d\sigma(t)}{t-z}, \quad z \in \mathbb{C} \setminus [2, \infty),
\]

is well defined (i.e. the integral is absolutely convergent), and \( Q(z) \in N_1 \). Furthermore, \( \lim_{y \to \infty} Q(iy) = 0 \). Now assume that \( Q(z) \in M_1 \). Then, by (iii) and (v) of Theorem 3.1 it follows that

\[
\int_{1}^{\infty} \frac{|Q(iy)|}{y} dy < \infty.
\]

However, observe that for \( y \geq 1 \),

\[
\text{Re} Q(iy) = \int_{2}^{\infty} \frac{t}{(t^2 + y^2)(\log t)^2} dt \\
\geq 4 \int_{2}^{\infty} \frac{t}{(t^2 + y^2)(\log(t^2 + y^2))^2} dt = \frac{2}{\log(y^2 + 4)}
\]

and thus

\[
\int_{1}^{\infty} \frac{\text{Re} Q(iy)}{y} dy \geq \int_{1}^{\infty} \frac{2}{y \log(y^2 + 4)} dy \geq \int_{1}^{\infty} \frac{2y}{y^2 + 4} \frac{1}{\log(y^2 + 4)} dy = \infty.
\]

Therefore

\[
\int_{1}^{\infty} \frac{|Q(iy)|}{y} dy = \infty,
\]

a contradiction. Hence, \( Q(z) \notin M_1 \). As a consequence, the inclusion \( M_1 \subset N_1 \) is strict.

The introduction of the classes \( \tilde{M}_1 \) and \( M_1 \) is motivated by the fact that, under mild conditions on their coefficients, the Titchmarsh-Weyl functions of various classes of Sturm-Liouville problems (depending rationally on the eigenvalue parameter) in the limit-point case belong to the class \( \tilde{M}_1 \) (with \( c = 0 \)); see [9] proof of Theorem 4.1 and [10] proof of Theorem 5.1.

Let \( \tilde{M}_0 \) denote the class of Nevanlinna functions \( Q(z) \in N \) for which

\[
(3.2) \quad \sup_{y>0} y|Q(iy) - c| < \infty
\]
for some \( c \in \mathbb{C} \). It is clear that \( \widetilde{M}_0 \subset \widetilde{M}_1 \) with the same numbers \( c \) in (3.1) and (3.2), and that (3.2) is equivalent to
\[
\sup_{y<0} |y||Q(iy) - c| < \infty.
\]
Finally, let \( M_0 \) be the class of functions \( Q(z) \in N \) for which (3.2) holds with \( c \in \mathbb{R} \).

**Theorem 3.3.** Let \( Q(z) \in \widetilde{M}_0 \) with the integral representation (2.1). Then:

(i) \( \beta = 0 \);

(ii) the number \( c \) in (3.2) is uniquely determined, and it satisfies \( \Im c \geq 0 \);

(iii) \( \lim_{y \to -\infty} Q(iy) \) exists, and it is equal to \( c \);

(iv) \( Q(z) \in N_0 \) if and only if (2.7) holds;

(v) if \( Q(z) \in M_0 \), then \( Q(z) \in N_0 \), \( \lim_{y \to -\infty} Q(iy) \) exists and equals \( \gamma \) in (2.4).

**Proof.** (i) and (ii) follow from Theorem 3.1 since \( \widetilde{M}_0 \subset \widetilde{M}_1 \).

(iii) The statement follows immediately from the definition (3.2), which implies that
\[
\lim_{y \to -\infty} |Q(iy) - c| = 0.
\]

(iv) and (v) can be shown as in the proof of Theorem 3.1. \( \square \)

**Corollary 3.4.** The following identity holds:
\[
M_0 = N_0.
\]

**Proof.** The inclusion \( M_0 \subset N_0 \) is clear from the definitions. Now let \( Q(z) \in N_0 \). Then (2.4) and (2.7) imply that for all \( y > 0 \)
\[
y|Q(iy) - \gamma| = \left| \int_{\mathbb{R}} \frac{y}{t - iy} d\sigma(t) \right| \leq \int_{\mathbb{R}} \frac{y}{\sqrt{t^2 + y^2}} d\sigma(t) \leq \int_{\mathbb{R}} d\sigma(t) < \infty.
\]
Hence \( Q(z) \in M_0 \), proving the inclusion \( N_0 \subset M_0 \). \( \square \)

**Example 3.5.** For \( c \in \mathbb{C} \), \( \Im c > 0 \), define the function \( Q(z) \) by
\[
Q(z) = \begin{cases} 
  c & \text{if } \Im z > 0, \\
  \overline{c} & \text{if } \Im z < 0.
\end{cases}
\]
Then clearly \( Q(z) \in N \) and, in fact, \( Q(z) \in \widetilde{M}_0 \). However, \( Q(z) \notin N_1 \).

If \( Q_0(z) \) is a Nevanlinna function and \( c \in \mathbb{C} \) with \( \Im c \geq 0 \), then also
\[
Q(z) = \begin{cases} 
  c + Q_0(z) & \text{if } \Im z > 0, \\
  \overline{c} + Q_0(z) & \text{if } \Im z < 0
\end{cases}
\]
is a Nevanlinna function. Clearly, if \( c \in \mathbb{R} \), then \( Q(z) \in N \) implies \( Q_0(z) = Q(z) - c \in N \). However, the situation is different for \( c \notin \mathbb{R} \), as the following example shows.

**Example 3.6.** Let \( \alpha = \beta = 0 \) and \( d\sigma(t) = (1 - \cos t) dt \) in (2.1). Then the integrability condition (2.2) is satisfied and the Nevanlinna function \( Q(z) \) in (2.1) is given by
\[
Q(z) = \int_{\mathbb{R}} \left( \frac{1}{t - z} - \frac{t}{t^2 + 1} \right) (1 - \cos t) dt, \quad z = x + iy, \quad y > 0.
\]
In order to calculate this absolutely convergent integral, observe that
\[
Q(z) = \int_{\mathbb{R}} \left( \frac{t-x}{(t-x)^2 + y^2} - \frac{t}{t^2 + 1} \right) (1 - \cos t) \, dt \\
+ iy \int_{\mathbb{R}} \left( \frac{1}{(t-x)^2 + y^2} (1 - \cos t) \right) \, dt, \quad z = x + iy, \quad y > 0.
\]
In (3.3) replace \cos t by \text{e}^{it} and apply the calculus of residues. One obtains
\[
Q(z) = \pi e^{-y} \sin x + \pi i(1 - e^{-y} \cos x), \quad z = x + iy, \quad y > 0,
\]
and, in particular,
\[
Q(iy) = \pi i(1 - e^{-y}), \quad y > 0.
\]
Hence \( Q(iy) - \pi i = -\pi i e^{-y} \), which shows that \( Q(z) \in \tilde{M}_0 \) with \( c = \pi i \), and \( \lim_{y \to \infty} Q(iy) = c \notin \mathbb{R} \). Furthermore this shows that \( Q(z) - c \notin \mathbb{N} \).

4. Characterizations of \( M_1 \)
Recall that if \( Q(z) \in M_1 \), i.e. (3.1) holds with \( c \in \mathbb{R} \), then \( Q(z) \) has the integral representation (2.4), where \( \sigma(t) \) is a nondecreasing function which satisfies (2.5) and where \( \gamma = c \). It has been shown that the class \( M_1 \) is a proper subclass of \( N_1 \).

A precise characterization of \( M_1 \) is now given.

**Proposition 4.1.** \( Q(z) \) belongs to \( M_1 \) if and only if \( Q(z) \) belongs to \( N_1 \), and the measure \( d\sigma \) in the integral representation (2.4) satisfies
\[
\int_{1}^{\infty} \frac{1}{y} \left| \int_{\mathbb{R}} \frac{t}{t^2 + y^2} \, d\sigma(t) \right| \, dy < \infty.
\]

**Proof.** The statement is an immediate consequence of (1.1) and
\[
|Q(iy) - \gamma| \leq \int_{\mathbb{R}} \frac{t}{t^2 + y^2} \, d\sigma(t) + \text{Im} \, Q(iy) \leq 2|Q(iy) - \gamma|,
\]
since \( M_1 \subset N_1 \) by Theorem 3.1.

**Theorem 4.2.** Let \( Q(z) \in M_1 \) have the integral representation (2.4). Then
\[
(4.1) \quad \lim_{r \to \infty} \int_{\mathbb{R}} \frac{1}{t} \log \frac{t^2 + 1}{(\frac{r}{y})^2 + 1} \, d\sigma(t)
\]
exists and is finite.

**Proof.** Proposition 4.1 implies that
\[
\lim_{r \to \infty} \int_{1}^{r} \frac{1}{y} \left( \int_{\mathbb{R}} \frac{t}{t^2 + y^2} \, d\sigma(t) \right) \, dy
\]
eexists and is finite. Since
\[
\int_{1}^{r} \frac{1}{y} \int_{\mathbb{R}} \frac{|t|}{t^2 + y^2} \, d\sigma(t) \, dy < \infty,
\]
the above integral can be rewritten by Fubini’s theorem as
\[
\int_{1}^{r} \frac{1}{y} \left( \int_{\mathbb{R}} \frac{t}{t^2 + y^2} \, d\sigma(t) \right) \, dy = \int_{\mathbb{R}} \left( \int_{1}^{r} \frac{1}{y(t^2 + y^2)} \, dy \right) \, d\sigma(t).
\]
Then

$$\int_1^r \frac{1}{y(t^2+y^2)} \, dy = \frac{1}{t^2} \int_1^r \left( \frac{1}{y} - \frac{y}{t^2+y^2} \right) \, dy = \frac{1}{2t^2} \log \left( \frac{t^2+1}{(\frac{1}{t})^2+1} \right)$$

proves the statement about the limit in (4.1).

Observe that if \( \sigma(t) \) is a nondecreasing function on \( \mathbb{R} \) such that

(4.2)

$$\int_\mathbb{R} \frac{\log(t^2+1)}{|t|} \, d\sigma(t) < \infty,$$

then the integrability condition (2.5) is satisfied.

**Theorem 4.3.** Let \( Q(z) \in \mathcal{N} \) have the integral representation (2.4) with \( \gamma \in \mathbb{R} \), and assume that the integrability condition (4.2) holds. Then \( Q(z) \in \mathcal{M}_1 \).

**Proof.** An obvious modification of the argument in the proof of Theorem 4.2 shows that

$$\int_1^\infty \frac{1}{y} \left( \int_\mathbb{R} \frac{t}{t^2+y^2} \, d\sigma(t) \right) \, dy < \infty$$

is equivalent to (4.2). An application of Proposition 4.1 gives that \( Q(z) \in \mathcal{M}_1 \).

The conditions (4.1) and (4.2) are clearly integrability conditions at \( \pm \infty \). Therefore, if \( d\sigma \) is supported on a half-line \((-\infty, b] \) or \([a, \infty)\), one only has to verify the conditions (4.1) and (4.2) when the integration takes place over \([0, \infty)\) or \((-\infty, 0]\), respectively; in this case the conditions (4.1) and (4.2) are equivalent.

**Corollary 4.4.** Let \( Q(z) \in \mathcal{N} \) and assume that the domain of holomorphy of \( Q(z) \) contains \( \mathbb{C} \setminus (-\infty, a] \) or \( \mathbb{C} \setminus [a, \infty) \) for some \( a \in \mathbb{R} \). Then \( Q(z) \in \mathcal{M}_1 \) if and only if \( Q(z) \) has the integral representation (2.4), where \( \gamma \in \mathbb{R} \) and \( \sigma \) satisfies (4.2).

If there is some \( y_0 > 0 \) such that \( \text{Re} \, Q(iy) - \gamma \) does not change sign for \( y > y_0 \), all steps in the proof of Theorem 4.3 can be reversed.

**Corollary 4.5.** Let \( Q(z) \in \mathcal{N}_1 \) and let \( y_0 > 0 \) be such that \( \text{Re} \, Q(iy) - \gamma \) does not change sign for \( y > y_0 \). Then \( Q(z) \in \mathcal{M}_1 \) if and only if

$$\lim_{y \to \infty} \int_\mathbb{R} \frac{1}{t} \log \left( \frac{t^2+1}{(\frac{1}{t})^2+1} \right) \, d\sigma(t)$$

exists and is finite.

5. Fractional linear transformations

**Proposition 5.1.** Assume that \( Q(z) \in \mathcal{M}_1 \), i.e., assume that \( Q(z) \in \mathcal{N} \) satisfies (3.1) with \( c \in \mathbb{R} \) and \( \lim_{y \to \infty} Q(iy) = c \). Then for all \( \tau \in \mathbb{R} \cup \{ \infty \} \) with \( 1 + \tau c \neq 0 \), one has

$$Q_\tau(z) \in \mathcal{M}_1 \quad \text{and} \quad \lim_{y \to \infty} Q_\tau(iy) = L(\tau(c)).$$

Moreover, for the exceptional value of \( \tau = -1/c \) (\( \tau = \infty \) when \( c = 0 \)),

$$Q_\tau(z) \notin \mathcal{M}_1.$$
Proof. Consider for \( \tau \in \mathbb{R} \) and \( 1 + \tau c \neq 0 \) the identity
\[
Q(\tau iy) - L(\tau c) = (Q(iy) - c) \frac{1 + \tau^2}{(1 + \tau c)(1 + \tau Q(iy))}
\]
and observe that
\[
(1 + \tau^2) \frac{1 + \tau^2}{(1 + \tau c)(1 + \tau Q(iy))} = \frac{1 + \tau^2}{(1 + \tau c)^2} + o(1), \quad y \to \infty.
\]
It follows from (5.1) and (5.2) that
\[
\int \frac{1}{y} |Q(\tau iy) - L(\tau c)| \, dy < \infty,
\]
so that \( Q(\tau z) \in M_1 \). When properly interpreted, this result extends to the case \( \tau = \infty \) and \( c \neq 0 \). Finally, for the exceptional value of \( \tau \) it follows that
\[
\lim_{y \to \infty} Q(\tau iy) = L(\tau c) = \infty.
\]
In this case \( Q(\tau z) \) cannot have the representation (2.4), which implies that \( Q(\tau z) \notin N_1 \) and hence \( Q(\tau z) \notin M_1 \).

Remark 5.2. If \( Q(z) \in \widetilde{M}_1 \) with \( c \in \mathbb{C} \setminus \mathbb{R} \) and \( \lim_{y \to \infty} Q(iy) = c \), then \( Q(\tau z) \in \widetilde{M}_1 \) for all \( \tau \in \mathbb{R} \cup \{ \infty \} \). A similar statement is valid for functions in the class \( \widetilde{M}_0 \).

In Sturm-Liouville problems the functions \( Q(\tau z) \) appear as Titchmarsh-Weyl coefficients associated with appropriate boundary conditions. The exceptional value \( \tau = -1/\gamma \) in Proposition 5.1 corresponds to the generalized Friedrichs extension; this extension coincides with the usual Friedrichs extension if the underlying symmetric operator is semibounded; cf. [6], [7], [8], [9], [10].
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