Passivity-Based Harmonic Control through Series/Parallel Damping of an H–Bridge Rectifier
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Abstract—Nowadays the H-bridge is one of the preferred solutions to connect DC loads or distributed sources to the single-phase grid. The control aims are: sinusoidal grid current with unity power factor and optimal DC voltage regulation capability. These objectives should be satisfied, regardless the conditions of the grid, the DC load/source and the converter nonlinearities. In this paper a passivity-based approach is thoroughly investigated proposing a damping-based solution for the error dynamics. Practical experiments with a real converter validate the analysis.

I. INTRODUCTION

The single-phase Voltage Source Converter (VSC), also called H-bridge or full bridge, can be used as universal converter due to the possibility to perform DC/DC, DC/AC or AC/DC conversion [1]. Moreover, it can be used as basic cell of the cascade multilevel converters [2] and [3]. The control of this kind of converter has been subject of many scientific studies, though conventional lead-lag control techniques are most often applied in practice. However, recently the passivity-based approach [4] has been investigated both for single-phase and multilevel configurations [5]–[9]. One advantage of passivity-based control is the explicit use of knowledge of the physical system structure in the controller. For nonlinear systems this results in a nonlinear controller which is different from conventional controllers such as lead-lag. These nonlinear model based control methods can ensure better robust performance in presence of large set point changes and disturbances, since the full nonlinear dynamics are taken into account. In [9] a passivity control design method for output voltage regulation based on the Brayton-Moser framework, [10], is developed for DC-DC converters such that the closed loop system is robust against load variations. This method has been extended to the three-phase AC-DC Boost rectifier in [11]. A pre-compensation scheme in order to use the DC-DC scheme of [9] yields an AC-DC Boost closed-loop system where the output voltage is robust against load variation. In this paper, the single-phase VSC as AC-DC rectifier is studied, and similar passivity based control schemes are designed in order to deal with load variations. However, due to the specific single-phase structure, the designs of [11] are not straightforwardly extended. Therefore, an adaptation scheme is included in the designs, and robustness of these designs is tested in an experimental set-up.

Furthermore, the problem of grid current harmonic rejection has only been addressed for a limited class of converters, using the passivity-based theory, [12], [13]. For the single-phase grid connected application it is of particular interest, since the desired current is a sinusoidal quantity and its tracking is rather demanding [14]. This desired sinusoidal current is not corresponding to a constant output voltage and results in an output voltage with a ripple of 100 Hz [15]. In this paper, a dynamic damping injection scheme for the compensation of harmonic distortion is proposed. It is implemented by means of bandpass filters, with physical interpretation, that filter out higher harmonic distortion. The resulting design is experimentally validated on an H-bridge rectifier.

II. CONVERTER MODEL IN BRAYTON-MOSER FORM

A. Converter Dynamics

A single-phase AC–DC boost converter is shown in Fig. 1, where a parasitic input resistor with resistance $r$ is in series with the input inductor to model dissipation effects in the converter. The inductance and capacitance are denoted by $L$ and $C$ respectively. The current through the inductor is denoted by $i_1$ and the voltage across the capacitor is denoted by $v_2$. The converter is connected to an ideal sinusoidal voltage source $e = E \sin(\omega t)$. The load is assumed to be purely resistive and, moreover, the value of $G = R^{-1}$ is assumed to be constant but unknown. The digital switch inputs $u_1$ and $u_3$ of the converter are controlled with pulse width modulation and corresponding duty ratios $\mu_1$ and $\mu_3$. If pulse width modulation is applied and the switching frequency is sufficiently high, then an averaged mixed–potential function can be derived [4], [9], [15].

In [9] passivity–based controllers are tuned with help of modified stability theorems originally proposed by Brayton and Moser [10]. The presented tuning method is based on the averaged mixed–potential function. If the vector $z$ is defined as $z = [z_1 \ z_2]^T$, then in case of the single-phase AC–DC boost converter it can be shown that the averaged mixed–potential function can be decomposed as

$$P(e, z, \mu) = P_T(\mu, z) + P_D(z) + P_F(e, z)$$  \hspace{1cm} (1)

with the individual terms of the form.
\[
P_T(\mu, z) = \mu z_1 z_2 \tag{2}
\]
\[
P_D(z) = P_R(z) - P_G(z) = \frac{1}{2} r z_1^2 - \frac{1}{2} G z_2^2 \tag{3}
\]
\[
P_F(e, z) = -e z_1 \tag{4}
\]
with the average inductor current \(z_1\) and the average capacitor voltage \(z_2\). The continuous function \(\mu\) is defined as \(\mu = \mu_1 - \mu_3\), with \(\mu_1 \in [0, 1]\) and \(\mu_3 \in [0, 1]\). By definition of the averaged mixed-potential function it holds true that
\[
Q\ddot{z} = \nabla_z P(e, z, \mu), \quad Q = \begin{bmatrix} -L & 0 \\ 0 & C \end{bmatrix} \tag{5}
\]
where \(\nabla_z\) denotes the \(n\)-dimensional gradient with respect to \(z = [z_1, \ldots, z_n]^T\). The term \(P_T(\mu, z)\) represents the power circulating across the dynamic elements. The dissipative current-potential \(P_R(z)\) and the dissipative voltage-potential \(P_G(z)\) capture the influence of current-controlled and voltage-controlled resistors respectively. The total power that is absorbed by the source is denoted by \(P_F(e, z)\). With help of (5) it can be verified that the dynamics of the average state model is described by the differential equations
\[
-L\ddot{z}_1 = \mu z_2 + rz_1 - e \tag{6}
\]
\[
C\ddot{z}_2 = \mu z_1 - G z_2 \tag{7}
\]

**B. Control Objectives**

The control objectives are formulated as
- The output voltage has to be equal to \(V_d\).
- The input current has to be sinusoidal and in phase with the input voltage.

The direct control of the output voltage leads to an internally unstable controller due to the unstable zero-dynamics with respect to the average output voltage [15], [16]. Therefore a passivity-based controller has to be designed such that it indirectly controls the output voltage by controlling the input current. To achieve zero total harmonic current distortion and unity power factor the desired sinusoidal input current \(z_1^*\) is chosen in phase with the input voltage, i.e.,
\[
z_1^* = I_d \sin(\omega t) \tag{8}
\]
As a consequence of this sinusoidal input current, as demonstrated in [15] and [5], the output voltage will inevitably have a 100 Hz ripple. Because of this ripple the first control objective cannot be satisfied and therefore, the control objectives are reformulated as:
- The root mean square (RMS) value of the output voltage has to be equal to \(V_d\).
- The input current has to be sinusoidal and in phase with the input voltage.

To obtain a desired RMS value \(V_d\) of the output voltage, from the power balance it can be concluded that \(I_d\) has to be of the form
\[
I_d = \frac{E - \sqrt{E^2 - 8rGV_d^2}}{2r} \tag{9}
\]
where, to obtain a real solution, it is required that
\[
V_d \leq \sqrt{\frac{E^2}{8rG}} \tag{10}
\]

**C. Co–Energy Storage Function**

The concept of energy is important in passivity–based control [4], [17]–[19]. The single-phase converter contains two storage elements and the co-energy storage function can be formulated as \(H^\ast(z) = \frac{1}{2} L z_1^2 + \frac{1}{2} C z_2^2\). It describes the total co-energy in the two dynamic elements and can be shaped and used for closed-loop stability.

**III. PASSIVITY–BASED CONTROLLER DESIGN**

First a controller is designed for the converter with the load assumed to be known. Then the load is assumed to be unknown and the controller is extended with a load estimation.

**A. Controller Design: Known Parameter Case**

Generally speaking, the design procedure for a passivity-based controller consists of modifying the co–energy such that for the closed–loop system the minimum is in the desired equilibrium of the closed–loop system. In addition to this step, the dissipation structure is modified to damp the errors in the state variables [4], [9]. If the average state error vector is defined as \(\hat{z} = z - \xi\), with \(\xi\) the controller state vector, and the desired closed–loop co–energy function is chosen as \(H^\ast_{\xi}(z) = H^\ast(z)|_{z=\hat{z}}\), then the controller design procedure can be summarized as follows.

The closed–loop error dynamics is determined by making a partial copy of the system in Brayton–Moser form and by replacing the state vector \(z\) with the state error vector \(\hat{z}\). As an essential part of the controller design procedure, the dissipation structure is modified by adding a damping injection term \(P_V(\hat{z})\) to the dissipation potential \(P_D(z)|_{z=\hat{z}}\), resulting in a modified dissipation potential \(P_M(\hat{z})\), i.e., \(P_M(\hat{z}) = P_D(z)|_{z=\hat{z}} + P_V(\hat{z})\). In Brayton–Moser form the desired closed–loop error dynamics is described by
\[
Q\ddot{\hat{z}} = \nabla_{\hat{z}} \left[ P_T(\mu, z)|_{z=\hat{z}} + P_M(\hat{z}) \right] \tag{11}
\]
where the matrix \(Q\) is assumed to be constant corresponding to the linear dynamic elements i.e., \(Q\) is as in (5). If the modified dissipation potential is quadratic in \(\hat{z}\), then the controller dynamics is implicitly described by
\[
Q\ddot{\xi} = \nabla_{\xi} P_c(e, z, \mu, \xi) \tag{12}
\]
\[
P_c(e, z, \mu, \xi) = P_T(\mu, z)| _{z=\hat{z}} + P_D(z)| _{z=\hat{z}} + P_F(e, z)| _{z=\hat{z}} - P_V(\hat{z}) \tag{13}
\]
To obtain an explicit controller description (12) is solved for \(\mu\) with respect to the minimum phase state \(\xi_1 = z_1^* = I_d \sin(\omega t)\). In case of the single–phase converter the controller dynamics is described by the two differential equations
\[
\ddot{\xi}_2 = \mu z_1^* - G \xi_2 + G_1 (z_2 - \xi_2), \quad \xi_2(0) > 0 \tag{14}
\]
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The term \( r_i \) is interpreted as the series damping injection term acting on the current error and \( G_i \) is interpreted as the parallel damping injection term acting on the voltage error. The damping injection is chosen with the tuning rules from [9]. These tuning rules are based on the theory of Brayton–Moser [10] and they provide a lower bound for the injected damping to ensure convergence of the closed–loop error state in a non–oscillatory way. Interestingly, to obtain non–oscillatory convergence only one type of damping is required and in case of the series damping injection strategy the lower bound for the damping is given as

\[
r_i(\mu) = \frac{1}{1-\delta} \sqrt{\frac{\mu^2 L}{C} - r} \quad G_i(\mu) = 0
\]

with tuning parameter \( \delta \in (0,1) \). In case of the parallel damping injection the lower bound for the damping is given as

\[
G_i(\mu) = \frac{1}{1-\delta} \sqrt{\frac{\mu^2 C}{L} - \hat{G}} \quad r_i(\mu) = 0
\]

with tuning parameter \( \delta \in (0,1) \).

**B. Controller Design: Unknown Parameter Case**

In the previous part the value of the load \( G \) is assumed to be known, but in reality this assumption might be invalid. Therefore, as in [6] and [7], an estimator is used to estimate the correct value of \( G \). The estimation error is defined as \( \hat{G} = \hat{G} - G \) where \( \hat{G} \) is the estimated value. By replacing \( G \) with \( \hat{G} \), the controller is explicitly described by

\[
\mu = \frac{e - r \hat{z}^* + r(z_1 - z^*_1) - \hat{L}\hat{z}^*}{\hat{\xi}_2}
\]

\[
C\hat{\xi}_2 = \mu z_1^* - \hat{G}\xi_2 + G(z_2 - \xi_2)
\]

(17)

(18)

The analysis of convergence goes along similar lines as in Section III.A. To make sure that the perturbation term \( \hat{G}\xi_2 \) converges to zero the estimator is chosen as in [4], i.e.,

\[
\hat{G} = \hat{G} = -\alpha(z_2 - \xi_2)\xi_2
\]

(19)

where the adaption gain \( \alpha > 0 \) is a tuning parameter. The control dynamics is described by (17), (18) and (19) with the desired current amplitude of the form

\[
I_d = \frac{E - \sqrt{E^2 - 8rV^2}}{2r}
\]

and \( z_1^* = I_d \sin(\omega t) \) and \( \hat{z}^*_1 \) is

\[
\hat{z}^*_1 = \omega I_d \cos(\omega t) + \frac{dI_d}{d\hat{G}} \sin(\omega t) \hat{G}
\]

When the series damping injection strategy is applied, there are no changes in (15), but in case of the parallel damping injection strategy, the value for the load \( G \) has to be replaced with its estimate \( \hat{G} \) in (16), resulting in

\[
G_i(\mu) = \frac{1}{1-\delta} \sqrt{\frac{\mu^2 C}{L} - \hat{G}} \quad R_i(\mu) = 0
\]

(21)

Practical results with this adaptive controller are shown in Sect. V.

**IV. CURRENT SHAPE IMPROVEMENT**

**A. Problem Formulation**

The input current of the single–phase AC–DC boost converter contains harmonics due to internal causes (non–ideal transistors and diodes, blanking times and saturation in the grid–side inductor) and external causes (grid harmonics). Evidently, to obtain a lower total harmonic current distortion and a higher power factor the current shape has to be improved. Without redesigning the converter and inspired by the preliminary results in [13], a passivity–based controller that is based on the frequency domain description of periodic disturbances can accomplish this.

**B. Controller Design: Known Parameter Case**

Suppose that to meet the design specifications \( k \) current harmonics have to be reduced in amplitude. For reasons of simplicity, it is initially assumed that the value of \( G \) is known. To add the damping injection filters to the closed–loop system, for each individual frequency to be compensated a virtual parallel RLC network is included (see Sect. IV-D). The desired closed–loop representation is shown in Fig. 2 and in accordance with this representation the desired closed–loop error equations are formulated as

\[
L\hat{z}_1 = -(r + r_i)\hat{z}_1 - \sum_{h=1}^{k} v_h - \mu\hat{z}_2
\]

\[
C\hat{z}_2 = \mu\hat{z}_1 - (G + G_i)\hat{z}_2
\]

\[
L_{ih}\dot{w}_h = v_h
\]

\[
C_{ih}\dot{w}_h = \hat{z}_1 - \frac{1}{R_{ih}}v_h - w_h
\]

(22)

(23)

(24)

(25)

with \( h \in \{1, \ldots, k\} \). Notice that the closed–loop error equations are similar to the equations that describe the dynamics of the average state model (6)–(7). The latter two equations describe the dynamics of a bandpass filter. It can be proved by standard techniques that the equilibrium point \([\hat{z}^T \, v^T \, w^T]\) = 0 is asymptotically stable. To actually obtain the desired closed–loop error equations the passivity–based controller is explicitly
The bandwidth of each
\[ \mu = \frac{e - L\dot{z}_1 - r\dot{z}_1 + r(z_1 - \dot{z}_1) + \sum_{h=1}^{k} v_h}{\xi_2} \]  
(26)

\[ C_{th}\dot{v}_{th} = z_1 - \dot{z}_1 - \frac{1}{R_{th}} v_h - w_h \]  
(27)

\[ L_{th}\dot{v}_{th} = v_h \]  
(28)

\[ C_{th}\dot{v}_{th} = \mu z_1 - (G + G_t) \dot{z}_2 + \dot{G}_2 \]  
(30)

with \( I_d \) as described in (9), \( z_1^* = I_d \sin(\omega t) \), \( h \in \{1, \cdots, k\} \)
and \( \dot{G}_2(0) \geq 0 \) assuming that the desired output voltage is positive.

C. Controller Design: Unknown Parameter Case

For this controller it holds true that the value of the load \( G \) is unknown and the previous controller is extended with an estimator. This extension is made in a similar way as in Sect. III-B. Again it is assumed that \( k \) current harmonics have to be reduced and the desired closed-loop error equations are formulated as in equation (22), (24), (25) and

\[ C_{th}\dot{v}_{th} = \mu z_1 - (G + G_t) \dot{z}_2 + \dot{G}_2 \]  
(30)

with \( h \in \{1, \cdots, k\} \). It can be observed that the closed-loop error equations are similar to the equations that describe the dynamics of the average state model (6)–(7), but compared to the known parameter case a perturbation term (i.e., \( \dot{G}_2 \)) is present. The estimator dynamics is chosen as

\[ \dot{G} = \dot{G} = -\alpha (z_2 - \xi_2) \xi_2 \]  
(31)

with the adaption gain \( \alpha > 0 \). To actually obtain the desired closed-loop error equations the controller is explicitly described by (26)–(28), (31) and

\[ C_{th}\dot{v}_{th} = \mu z_1 - \dot{G}_2 \xi_2 + G_t (z_2 - \xi_2) \]  
(32)

with \( I_d \) as described in (20), \( z_1^* \) as described in (21), \( h \in \{1, \cdots, k\} \), and \( \dot{G}_2(0) \geq 0 \) to prevent division by zero.

D. Damping Injection Filter Design

It can be verified that the transfer function of each damping injection filter can be described by

\[ T_{th}(s) = \frac{V_{th}(s)}{Z_{2i}(s)} = \frac{1}{c_{th}s^2 + \frac{1}{R_{th}C_{th}s} + \frac{1}{L_{th}C_{th}}} \]  
(33)

The parameters \( L_{th}, R_{th} \) and \( C_{th} \) are related to important properties such as bandwidth and resonance frequency (see Table I). In general, the values of these parameters are not known a priori. This means that the spectrum of the input current has to be examined and based on this spectrum it has to be decided which frequencies have to be compensated for. In other words, the eigenfrequencies of the filters are fixed. The bandwidth of each filter should be chosen small but large enough to allow deviations in the input frequency. However, the gains of the filters should be chosen reasonably large to suppress the frequencies to be compensated for. This damping injection filter design approach is followed in Sect. V.

V. Experimental Results

The design procedure reported in the paper is validated using a laboratory prototype in the Power Electronics Laboratory of DEE, Polytechnic of Bari. The converter that is used for the experiments is the Danfoss VLT 5006. This is a commercial three–phase rectifier/inverter combination, but in this case the converter is modified and it is used as a single–phase boost converter by using only two switching legs of the inverter. In each leg the switches are implemented by means of two Insulated Gate Bipolar Transistors (IGBT). The original Interface and Protection Card (IPC) is replaced with an IPC developed by the Aalborg University to provide external control over the gate signals. This IPC is optically driven by a dSPACE DS1104 board. For each leg only one control signal is needed, because the complementary control signal of the second IGBT is generated by the IPC itself. A dead–time of 2 \( \mu s \) is taken into account.

The input current and output voltage are measured and both signals are filtered by a low pass RC filter with a cut-off frequency of 2 kHz (to remove the ripple introduced by the PWM). The filtered signals are fed back into the controller. The controller generates a PWM signal that is sent to the IPC through the optical link.

The parameters of the system are given in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input voltage amplitude</td>
<td>( E ) = 100 [V]</td>
</tr>
<tr>
<td>Input voltage frequency</td>
<td>( \omega/2\pi ) = 50 [Hz]</td>
</tr>
<tr>
<td>Capacitance</td>
<td>( C ) = 340 [\mu F]</td>
</tr>
<tr>
<td>Inductance</td>
<td>( L ) = 10 [mH]</td>
</tr>
<tr>
<td>Parasitic resistance</td>
<td>( r ) = 2.5 [\Omega]</td>
</tr>
<tr>
<td>PWM frequency</td>
<td>( f_s ) = 12.8 [kHz]</td>
</tr>
<tr>
<td>Desired output voltage</td>
<td>( V_d ) = 200 [V]</td>
</tr>
</tbody>
</table>

The power dissipation in the converter is modeled by means of a parasitic resistor with resistance \( r \). Since this value cannot be measured it is chosen in such a way that the RMS value of the output voltage is as desired and the input current is (close to) the desired current (i.e., RMS value and phase of the input current are as desired). For this initial set–up the value is chosen to be equal to \( r = 2.5 \ \Omega \).

A. Robustness to Load Variation

The controller as described in Sect. III-B is connected to the converter. Justified by the tuning rules only one type of
damping injection is used at the same time i.e., either (15) or (21). Two different adaption gains are used and the adaption gains are chosen by observing the converter output. The high adaption gain in the experiments is approximately 80% of the adaption gain that causes the system to behave in an undesired way e.g., causing undesired oscillatory behavior or an over-current through the switches. The low adaption gain is chosen by evaluating the response of the system. In practice, this approach results in different adaption gain values for the series and parallel damping injection schemes. The load is varied step-wise in the following way

\[ G = \frac{1}{\delta} = \begin{cases} \frac{1}{200} \phantom{-} \Omega^{-1} & \text{for } 0 < t \leq 0.6 \\ \frac{1}{116} \phantom{-} \Omega^{-1} & \text{for } 0.6 < t \leq 1 \\ \frac{1}{140} \phantom{-} \Omega^{-1} & \text{for } 1 < t \leq 2 \end{cases} \]

1) Series Damping Injection: For this strategy, the damping injection is described by (15). In theory the steady state behavior does not depend on the value of the tuning parameter \( \delta \). Therefore, often the value \( \delta = 0.5 \) is chosen. In practice however, for low values of \( \delta \) the input current is not sinusoidal and therefore the tuning parameter value is increased to \( \delta = 0.9 \). The output voltage \( z_2 \) and the input current \( z_1 \) during the load changes are shown in Fig. 3 and Fig. 5 respectively. In the results the 100 Hz ripple in the output voltage is clearly visible. The amplitude of this ripple depends on the system parameters and, as a consequence, on the load as well. During the variation in the load the RMS value of the output voltage returns to the desired output voltage within a boundary of 2%. From (19) it is clear that the load estimator dynamics depends on the error in the output voltage \( \tilde{z}_2 \). Since this error is not damped the output of the estimator (not shown here for reasons of space) shows an oscillatory response. When the adaption gain is increased the frequencies of these oscillations are increased, as well as the frequencies of the oscillations in the output voltage. However, the maximum output voltage error decreases. A look at the currents reveals that they are in phase with the current reference. However, the currents are not purely sinusoidal which is caused by model mismatch (nonlinear plant characteristics and grid harmonics). For example, the nonlinear characteristics of the diodes and transistors are modeled. This also causes the RMS value of the output voltage and the output of the load estimator not to converge to their desired values. In steady state the maximum error of the load estimator in the experiment is approximately 20 \( \Omega \).

2) Parallel Damping Injection: For this strategy the damping injection is described by (21). Increasing the value of the tuning parameter \( \delta \) does not significantly influence the current waveform. Therefore, the tuning parameter value is \( \delta = 0.5 \). The output voltage \( z_2 \) and the input current \( z_1 \) during the load changes are shown in Fig. 4 and Fig. 6 respectively. In contrast to the series damping injection scheme the overshoot in the output voltage during load variations is less. Moreover, after a load change with parallel damping injection oscillations in the load estimator output and the output voltage are absent. For all loads the RMS value of the output voltage is higher than the desired value, but it remains within a boundary of 5%. The input current is higher than the desired current, out of phase and more distorted. An explanation for this can be found in the fact that in case of series damping injection the input current is damped to a fixed desired input current \( z_1^* \). In case of parallel damping injection the output voltage is damped to a desired output voltage trajectory \( z_2^* \). This is a dynamic state of the controller and therefore the parallel damping injection scheme is more sensitive to modeling errors. In steady state the maximum error of the load estimator in the experiment is approximately 80 \( \Omega \).

B. Current Shape Improvement

From the previous part it is clear that in case of series injected damping the input current waveform is more sinusoidal than in case of parallel injected damping. For further improvement of the input current waveform damping injection filters are added to the series damping injection scheme.

When no damping injection filters are used and the load is equal to \( \frac{1}{170} \Omega^{-1} \), then the waveform and frequency spectrum of the input current are as shown in Fig. 7. From the frequency spectrum it can be seen that the harmonic content of the current is dominated by the third and fifth current harmonic. To lower the total harmonic current distortion and to improve the power factor these two harmonics are compensated for. The resonant frequencies of the two bandpass filters coincide with the frequencies of the two current harmonics (i.e., 150 Hz and 250 Hz). The bandwidth of each filter is chosen as 2 Hz to
allow small frequency deviations. These deviations are caused by the fact that in practice the fundamental frequency deviates from 50 Hz. Summarizing, the parameter values are shown in Table III.

**Table III**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Filter 3rd harmonic</th>
<th>Filter 5th harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter Gain</td>
<td>$R_{th}$</td>
<td>400</td>
</tr>
<tr>
<td>Filter Inductance</td>
<td>$L_{th}$</td>
<td>5.7</td>
</tr>
<tr>
<td>Filter Capacitance</td>
<td>$C_{th}$</td>
<td>198.94</td>
</tr>
</tbody>
</table>

When these damping injection filters are used, then the resulting current waveform and frequency spectrum are shown in Fig. 8. As desired, after comparison with the frequency spectrum in Fig. 7 it is clear that the third and fifth current harmonics are reduced. When the filters are added the current waveform is evidently more sinusoidal.

**VI. CONCLUSION**

In this paper a passivity–based controller is designed for a single–phase H–bridge rectifier. The control scheme with series damping injection is able to reduce the error in the input current in contrast to the control scheme with parallel damping injection. If the load estimator is added to the control scheme, then the estimated load and the output voltage with the series damping injection scheme contain more oscillations during a step–wise load variation than with the parallel damping injection scheme. This is related to the fact that with parallel damping injection the output voltage error is damped. For the series damping injection scheme the addition of damping injection filters results in a reduction of selected current harmonics.
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