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Abstract
We show that generic Hopf–Ne˘ımark–Sacker bifurcations occur in the dynamics of a large class of feed-forward coupled cell networks. To this end we present a framework for studying such bifurcations in parametrized families of perturbed forced oscillators near weak resonance points. Our approach is based on fine-tuning existing normal form techniques. We then apply this framework to show that certain cells in the feed-forward networks exhibit this forced oscillator dynamics and, hence, undergo generic Hopf–Ne˘ımark–Sacker bifurcations. These bifurcations correspond to the occurrence of resonance tongues in parameter space with a ‘standard’ geometry.
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1. Introduction

In the general theory of dynamical systems an important problem has been, and to some extent still is, how one system of equations of motion can describe both very orderly (e.g. laminar) and extremely complicated (say, turbulent) behaviour. In the 1940s and 1950s Hopf, Landau and Lifschitz [25, 26, 28, 29] partially answered this question. A slightly different answer was proposed by Ruelle and Takens in the 1970s [30, 31]. Both approaches were reconciled and unified in [3] for further information also see [12, 16]. The idea is that the dynamical system at hand depends on parameters and that by repeated Hopf bifurcation the system gradually acquires ‘more frequencies’ and thus starts living on ever higher dimensional tori, which then occur as ‘centre manifolds’ in a possibly even much higher dimensional state space. The
dynamics on these tori can be either periodic, quasi-periodic or, in the case of flows from dimension three on, also chaotic.

One further question is whether this ‘generic’ scenario can also take place in certain subclasses of dynamical systems, such as coupled cell networks. This paper partly deals with this problem in the case of feed-forward systems. In particular we shall consider two stages of the scenario, concerning the Hopf bifurcation and the Hopf–Ne˘ımark–Sacker bifurcation. The former of these deals with the bifurcation from stationary to periodic dynamics in the second cell, and the asymptotics of this Hopf bifurcation has turned out to be different from the general case [21]. The latter deals with the third cell and concerns the Hopf–Ne˘ımark–Sacker bifurcation from a periodic orbit to an invariant two-torus. Here we show that the transition is ‘generic’ in the sense that the dynamics displays the characteristic alternation of quasi-periodic and phase-locked states, where the latter occurs in resonance tongues in parameter space.

**Coupled cell systems.** A coupled cell system is a network of dynamical systems, or ‘cells’, coupled together. These networks are represented by a directed graph with nodes representing cells and edges representing couplings between these cells. See, e.g. Golubitsky et al [23]. We consider the three-cell feed-forward network shown in figure 1, where the first cell is coupled externally to itself. The network represents the following system of ordinary differential equations (ODEs):

\[
\begin{align*}
\dot{x}_1 &= F(x_1, x_1), \\
\dot{x}_2 &= F(x_2, x_1), \\
\dot{x}_3 &= F(x_3, x_2),
\end{align*}
\]

with \(x_j \in \mathbb{R}^2\). In our case, each cell satisfies the same dynamic law; only different choices of initial conditions may lead to different kinds of dynamics for each cell.

**Synchrony breaking and quasiperiodicity in feed-forward networks.** Golubitsky et al [21] describe synchrony-breaking Hopf bifurcations in a restricted class of feed-forward networks, with the first cell in equilibrium and the periods of the second and third cell being equal. Curiously, the amplitude of the periodic state in the second cell grows as \(\lambda^{1/2}\), whereas the amplitude of the third cell grows as \(\lambda^{1/6}\). Here \(\lambda\) is the ‘Hopf parameter’. Elmhirst and Golubitsky [19] show that this phenomenon occurs generically within this class of systems. The \(\lambda^{1/6}\) growth rate is due to resonance; the third cell is forced periodically at a frequency near the Hopf frequency. McCullen et al [17] use this phenomenon of resonance near the Hopf bifurcation to demonstrate experimentally that the feed-forward network can be used as an efficient frequency filter/amplifier.

In [21] it is shown analytically that a generic Hopf bifurcation can occur from a periodic solution leading to a stable solution. Numerical examples show that the network dynamics may exhibit very different states in different cells. In a particular example, the dynamics corresponds to the first cell being in equilibrium, the second cell exhibiting time periodic behaviour, whereas the dynamics of the third cell is (conditionally) quasi-periodic.
Main results and contribution of the paper. It was generally believed that the dynamic phenomena in feed-forward networks are much more limited than those found in generic dynamical systems, but that, instead, the results of [21] describe generic behaviour of such networks. We refute this belief and show that such systems may exhibit fully generic Hopf–Ne˘ımark–Sacker bifurcations, with its characteristic alteration of quasi-periodic and phase-locked states [1, 5, 6, 12, 16, 27]. In particular, we show how this class of dynamic laws may give rise to time evolutions that are equilibria in cell 1, periodic in cell 2 and exhibit the generic Hopf–Ne˘ımark–Sacker phenomenon in cell 3. See also figures 2 and 4.

The detailed analysis of the dynamics of the third cell requires a fine-tuned version of a well-known normal form procedure. We show that a rather large class of families of perturbed forced oscillators, which contains the dynamics of our network cells as a special subclass, can be brought into a simple polynomial normal form near a $p : q$ resonance. As can be concluded from this normal form, Hopf–Ne˘ımark–Sacker bifurcations occur generically in such families.

Our analysis of cell dynamics requires detailed information on higher order terms of the normal form. Although the normal form procedure is well known and has been applied in various contexts [15, 27, 32, 33], the standard procedure does not provide this information. Therefore, in appendices A and B we extend the standard procedure considerably. Although not the primary topic of this paper, this part of our work can be applied in many settings involving forced oscillators and is, therefore, of independent interest.

Related work on resonance tongues. Heuristically speaking resonance occurs in the interaction of various oscillatory parts of a system, when the corresponding frequencies are rationally related. In our context the periodic dynamics of the second cell forces the dynamics of the third cell, where a ‘secondary’ Hopf bifurcation takes place, generating a second oscillatory
motion. We study the cases where these two motions are in certain resonances. As said earlier, we show that in the present coupled cell context a generic Hopf–Ne˘ımark–Sacker bifurcation occurs. It turns out that the subharmonic periodic motion, that with regard to its rotation number fits with the $p : q$ resonance at hand, occurs when the parameter ranges over a tongue-shaped region in parameter space. Along the boundaries of the tongue, the stable and unstable branches of the subharmonic motion annihilate each other in a saddle-node bifurcation. The tip of the tongue corresponds to a more degenerate bifurcation.

This kind of scenario occurs in many other situations also. An illustration of this is the Arnol’d family of circle maps [1], given by $x \mapsto x + 2\pi \alpha + \beta \sin x$. Here in the $(\alpha, \beta)$ plane tongues appear with their tips in $(\alpha, \beta) = (\frac{p}{q}, 0)$ and stretching out into the regions $\beta \neq 0$. See figure 2. The order of tangency of the tongue boundaries at the tip, as $q \to \infty$, has the same asymptotics as in the Hopf–Ne˘ımark–Sacker case. Also compare with [16,18] and [5,6].

Also in the worlds of Hamiltonian, reversible or equivariant systems resonance widely occurs. In all cases the resonant dynamics in parameter space is organized by the bifurcation set, which often contains tongues. As another example we refer to the parametrically forced pendulum, both in linear and nonlinear versions, where in the former case we deal with Hill’s equation. For general reference, also including cases with quasi-periodic forcing, we refer to [2, 7, 9, 10, 11, 13, 15].

Overview of the paper. In section 2 we introduce the class of feed-forward networks of coupled cells, in which each cell has the same dynamics. For a large class of cell dynamics we analyse the time evolution of a linear chain of coupled cells, where each cell, except for the first one, is driven by the dynamics of its predecessor in the chain. We show that the third cell and its successors may exhibit forced oscillator dynamics, giving rise to generic Hopf–Ne˘ımark–Sacker bifurcations near weak resonance points. Section 3 presents a specific class of such linear networks in which such bifurcations occur. The resonance tongues in parameter space, a characteristic feature of such bifurcations, are analysed and turn out to exhibit the ‘standard’ geometry.

The technical details of the normal form techniques for the class of networks studied in this paper are presented in the appendices. Appendix A shows how to bring the linear part of the cell dynamics near the Hopf–Ne˘ımark–Sacker bifurcation point into the Jordan normal form. This step has to precede the application of the normal form procedure, which is presented in appendix B. In appendix C we present the geometric analysis of the resonance tongues in detail. Finally, appendix D shows that our class of networks satisfies the generic condition guaranteeing the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations.

2. Complicated dynamics in feed-forward networks

We present a large class of linear feed-forward networks of the form (1) consisting of identical cells, such that Hopf–Ne˘ımark–Sacker bifurcations occur generically in the third cell. This is inline with the behaviour observed numerically in a specific example presented in [21].

In our class of networks the first cell is in equilibrium and the second cell exhibits periodic behaviour. In section 2.2 we show that the third cell then has the dynamics of a forced oscillator. In section 2.3 we continue our analysis of this class of networks by showing that, under generic conditions, the third cell undergoes generic Hopf–Ne˘ımark–Sacker bifurcations. We do so by bringing the dynamics of this cell into the normal form, from which we easily derive the occurrence of resonance tongues. The proofs and details of these results are deferred to the appendices. In section 3 we establish the feasibility of our approach by presenting a large
class of examples that satisfy the generic conditions guaranteeing the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations.

2.1. Dynamics of the first two cells

$S^1$-equivariance. For simplicity we assume that the function $F$, describing the dynamics of each cell as in (1), is a perturbation of an $S^1$-equivariant function $f$ in the sense that

$$F(z_2, z_1) = f(z_2, z_1) + \epsilon P(z_2, z_1),$$

with

$$f(e^{i\theta}z_2, e^{i\theta}z_1) = e^{i\theta}f(z_2, z_1),$$

for all real $\theta$. Here we identify the two-dimensional phase space of each cell with $\mathbb{C}$ by writing $z_j = x_j + ix_j$. Furthermore, $\epsilon$ is a small perturbation parameter. The unperturbed dynamics of the network cells corresponds to the case $\epsilon = 0$.

Identity (3) is a special assumption, also used in [21] to derive the curious phenomenon of decaying amplitudes of the periodic states in the second and third cells, for a certain class of dynamic laws. However, Elmhirst and Golubitsky [19] verify that this symmetry condition holds to third order after a change in coordinates. We have not been able to show that Hopf–Ne˘ımark–Sacker bifurcations occur in more general networks, i.e. in the case the unperturbed cell dynamics is not necessarily $S^1$-equivariant as in (3).

We also assume that the dynamics of each cell depends on external parameters $\mu \in \mathbb{R}^k$, to be specified later on. The $S^1$-equivariance condition (3) restricts the unperturbed cell dynamics to functions $f$ of the form

$$f(z_2, z_1, \mu) = A(|z_1|^2, z_1 z_2, |z_2|^2, \mu) z_1 + B(|z_1|^2, z_1 z_2, |z_2|^2, \mu) z_2,$$

where $A$ and $B$ are complex functions depending on the parameter $\mu$. We occasionally express the dependence of $f$, $A$ and $B$ on the parameter by writing $f_\mu$, $A_\mu$ and $B_\mu$, where $f_\mu(z_2, z_1) = f(z_2, z_1, \mu)$, etc.

Dynamics of the first and second cell. The $S^1$-equivariance condition (3) implies that $f_\mu(0, 0) = 0$. Assume that the linear part of $f_\mu(z_1, z_1)$ at $z_1 = 0$ has eigenvalues with a negative real part, i.e.

$$\text{Re}(A_\mu(0) + B_\mu(0)) < 0,$$

for all parameter values $\mu$ in the region of our interest. Then the unperturbed dynamics $\dot{z}_1 = f_\mu(z_1, z_1)$ of the first cell has a stable equilibrium at $z_1 = 0$.

The second cell then has unperturbed dynamics

$$\dot{z}_2 = f_\mu(z_2, 0) = B(0, 0, |z_2|^2, \mu) z_2,$$

where we use that the first cell is in its stable equilibrium. Golubitsky and Stewart [22] introduce a large class of functions $f_\mu$ for which the second cell undergoes a Hopf bifurcation. For this class of cell dynamics, and for linear feed-forward networks of increasing length, there will be a “repeated Hopf” bifurcation, reminiscent of the scenarios named after Landau–Lifschitz and Ruelle–Takens. In view of (6) the second cell undergoes a Hopf bifurcation at a parameter value $\mu_+ \in \mathbb{R}^k$ if the following additional condition holds:

$$\text{Re} B(0, 0, 0, \mu_+) = 0,$$

$$D_\mu B(0, 0, 0, \mu_+) \neq 0.$$
from this bifurcation are circles of the form $|z_2| = r(\mu)$, where $r = r(\mu)$ is the non negative solution of the equation

$$\text{Re } B(0, 0, r^2, \mu) = 0,$$

with $r(\mu_+) = 0$. Note that a (positive) real solution $r(\mu)$ exists (locally) only for parameter values in one of the closed half-spaces bounded by the hypersurface $\mathcal{H}_+$. Setting

$$\theta(\mu) = \text{Im } B(0, 0, r(\mu)^2, \mu),$$

we see that the bifurcating periodic state of the second cell is

$$z_2(t) = r(\mu) e^{i\theta(\mu)t},$$

with $\theta(\mu_+) = \text{Im } B(0, 0, 0, \mu_+)$. See also [21, section 5]. To guarantee that the equilibrium of the first cell and the periodic solution of the second cell persist for small values of the perturbation parameter $\varepsilon$ we impose the condition

$$P(z_2, 0, \mu) \equiv 0,$$

where $P$ is the perturbation term in (2). The periodic solution of the second cell will drive the dynamics of the third cell, which we consider next.

### 2.2. Forced oscillator dynamics of the third cell

The main topic of our research is the generic dynamics of the third cell, given the simple time evolutions of the first two cells introduced in the first part of this section. Here we like to know what are the correspondences and differences with the general ODE setting. In particular, this question regards the coexistence of periodic, quasi-periodic and chaotic dynamics.

In co-rotating coordinates the unperturbed dynamics of the third cell, i.e. the system

$$\dot{z}_3 = f_\mu(z_3, r(\mu)e^{i\theta(\mu)t}),$$

becomes time independent. To see this, set $z_3 = e^{i\theta(\mu)t} y$ and use the $S^1$-symmetry to derive

$$i\theta(\mu)e^{i\theta(\mu)t} y + e^{i\theta(\mu)t} \dot{y} = f_\mu(e^{i\theta(\mu)t} y, r(\mu)e^{i\theta(\mu)t}) = e^{i\theta(\mu)t} f_\mu(y, r(\mu)).$$

Therefore, the unperturbed dynamics of the third cell is given by

$$\dot{y} = -i\theta(\mu)y + f_\mu(y, r(\mu)).$$

Equation (10) is autonomous, so the present setting might exhibit Hopf bifurcations, as noted in [17], but this is still too simple to produce resonance tongues. Indeed, all (relative) periodic motion in (10) will lead to parallel (quasi-periodic) dynamics and the Hopf–Ne˘ımark–Sacker phenomenon. Therefore, we consider the perturbed family (2). In co-rotating coordinates

$$y = e^{-i\theta(\mu)t} z_3$$

the perturbed dynamics of the third cell is given by

$$\dot{y} = -i\theta(\mu)y + f_\mu(y, r(\mu)) + \varepsilon e^{-i\theta(\mu)t} P(y e^{i\theta(\mu)t}, r(\mu)e^{i\theta(\mu)t}).$$

Scaling time by putting

$$\bar{t} = \theta(\mu)t$$

and denoting derivatives with respect to $\bar{t}$ by primes, we see that the third cell therefore has forced oscillator dynamics with driving frequency 1:

$$y' = g(y, \mu) + \varepsilon G(y, \bar{t}, \mu),$$

where

$$g(y, \mu) = -iy + f(y, r(\mu), \mu)$$

(14)
and
\[ G(y, \tilde{t}, \mu) = e^{-\tilde{t}} P(y e^{i\tilde{t}}, r(\mu) e^{i\tilde{t}}). \]
In particular, \( G \) is \( 2\pi \)-periodic in \( \tilde{t} \). For simplicity of notation we omit the bars from now on, i.e. we again denote time by \( t \).

The question about generic dynamics concerns the possible coexistence of periodic, quasi-periodic and chaotic dynamics, where the latter only is to be expected for larger values of the parameters \((\lambda, \varepsilon)\), cf [14].

We aim to investigate (11) for Hopf–Ne˘ımark–Sacker bifurcations, which are expected along codimension one strata \( H_\varepsilon \) in the \( \mu \)-space of parameters. In section 2.3 we explain the general context giving rise to the occurrence of such bifurcations. Subsequently, in section 3, we consider a specific example illustrating the procedure to verify the occurrence of such bifurcations.

2.3. Generic Hopf–Ne˘ımark–Sacker bifurcations in the third cell

Normal Form near the Hopf stratrum. As said before, Hopf–Ne˘ımark–Sacker bifurcations in perturbed forced oscillators, such as (13), may occur subordinate to a non degenerate Hopf bifurcation in the unperturbed system. So consider \((y_0, \mu_0) \in \mathbb{C} \times \mathbb{R}^k\) such that \( g(y_0, \mu_0) = 0 \) and \( \text{tr}(d_y g(y_0, \mu_0)) \neq 0 \), with \( \det(d_y g(y_0, \mu_0)) > 0 \). According to the implicit function theorem, the equation \( g(y, \mu) = 0 \) has a unique solution \( y = y_\mu \), \((15)\)

for \( \mu \) near \( \mu_0 \), coinciding with \( y_0 \) for \( \mu = \mu_0 \). Let \( a(\mu) \pm i\omega(\mu) \) be the eigenvalues of the linear part of \( \dot{y} = g(y, \mu) \) at the equilibrium point \( y_\mu \), for \( \mu \) near \( \mu_0 \). Then
\[ a(\mu) = \frac{1}{\bar{z}} \text{tr}(d_y g(y_\mu, \mu)) \quad \text{and} \quad \omega(\mu) = \sqrt{\det(d_y g(y_\mu, \mu)) - a(\mu)^2}. \]

The system \( y' = g(y, \mu) \), corresponding to the unperturbed dynamics of the third cell, undergoes a non degenerate Hopf bifurcation near \( \mu_0 \), if the following (versality) condition holds:

Versal unfolding of linear part condition:

The map \( \mathbb{R}^k \to \mathbb{R}^2 : \mu \mapsto (a(\mu), \omega(\mu)) \) has rank two at \( \mu_0 \). \((17)\)

If this condition holds, the non degenerate Hopf bifurcation occurs when the parameter \( \mu \) passes a codimension one hypersurface \( \mathcal{H}_0 \) consisting of parameters \( \mu \) at which \( a(\mu) = 0 \). Note that the zero set of \( a \) is a regular hypersurface in parameter space near \( \mu_0 \). When \( \mu \) crosses \( \mathcal{H}_0 \) a periodic orbit of period \( \omega(\mu) \) bifurcates (i.e. is born or dies) from the equilibrium point \( y_\mu \).

Subharmonics may emerge or disappear if the parameters are close to a resonance point, a point on the Hopf stratrum at which the normal frequency is rational. Since the versal unfolding of linear part condition guarantees that the normal frequency \( \omega(\mu) \) is non-constant as \( \mu \) ranges over the Hopf stratrum \( \mathcal{H}_0 \), there is an abundance of such points on \( \mathcal{H}_0 \). Select \( \mu_0 \in \mathcal{H}_0 \) such that \( \omega(\mu_0) = \frac{p}{q} \), where \( p \) and \( q \) are relatively prime. In other words, the system exhibits a \( p : q \) resonance for \( \mu = \mu_0 \). We only consider weak resonances, i.e. we assume that \( q \geq 5 \). See [1] and [33] for a discussion of strong and weak resonances.

We are now ready to state one of our main results on the normal form for the forced oscillator dynamics of the third cell. This normal form will reveal the generic Hopf–Ne˘ımark–Sacker bifurcations in the dynamics of this cell.
Theorem 1 (normal Form to order $q$). Suppose the forced oscillator (13) satisfies the versal unfolding of linear part condition, for $\mu$ near $\mu_0$, and the normal frequency at $\mu_0$ is equal to $\omega_0 = \frac{p}{q}$. Then the system can be brought into the normal form

$$Z' = i\omega_0 Z + (\alpha + i\delta) Z + Z F(|Z|^2, \nu, \epsilon) + \gamma(\nu, \epsilon) \epsilon Z^{q-1} e^{ipt} + O(|Z|^q),$$

locally uniformly in $(\nu, \epsilon)$. Here $F(|Z|^2, \nu, \epsilon)$ is a complex polynomial of degree at most $q-1$ with $F(0, \nu, \epsilon) \equiv 0$. The $O(|Z|^q)$ terms are $2\pi$-periodic in $t$. Furthermore, $Z \in \mathbb{C}$, and $\nu \in \mathbb{R}^k$ is a new parameter obtained by a reparametrization $\mathbb{R}^k \to \mathbb{R}^k$, with $\nu_1 = \alpha$ and $\nu_2 = \delta$. Let $\nu_0 \in \mathbb{R}^k$ correspond to the parameter value $\mu_0$ under this reparametrization.

Generically, $\gamma(\nu_0, 0) \neq 0$, and in this case a further reparametrization brings the system into the form

$$Z' = i\omega_0 Z + (\alpha + i\delta) Z + Z F(|Z|^2, \nu, \epsilon) + \epsilon Z^{q-1} e^{ipt} + O(|Z|^q).$$

The normal form (19) is $\mathbb{Z}_q$-symmetric and even $S^1$-symmetric in the unperturbed case corresponding to $\epsilon = 0$. Note that the linear part is a versal unfolding of the linear part $Z' = i\omega_0 Z$ of the central system corresponding to $(\nu, \epsilon) = (\nu_0, 0)$.

The proof of theorem 1 is deferred to appendix B. Theorem 3 gives a more precise expression for the constant $\gamma(\nu_0, 0)$, showing that, generically, this constant is indeed non zero. Here we note that the normal form transformation also involves a change in parameters. The hyperplane $\epsilon = 0$ in parameter space is invariant under this change of parameters, so $\epsilon$ is again a small perturbation parameter for the normalized system.

Resonance tongues. The geometry of the resonance tongues can be deduced from the normal form (19) of the forced oscillator dynamics of the third cell. The following theorem implies that, under generic additional conditions, the order of tangency at the tongue tips is generic. Here the Hopf coefficient $F_u(0, 0, 0)$ is the partial derivative of $F(u, \mu, \epsilon)$ with respect to $u$. It is the coefficient of $z^2 \bar{z}$ in (18) for $(\nu, \epsilon) = (\nu_0, 0)$. Note that, for $\epsilon = 0$, the system undergoes a generic Hopf bifurcation if the real part of this coefficient is non zero, cf [24, chapter 3.4].

Theorem 2 (geometry of the resonance tongues). Consider system (19). If $F_u(0, 0, 0) \neq 0$ and $\gamma(\nu_0, 0) \neq 0$ in (18), then the $p : q$ resonance tongues of the forced oscillator (19) are subsets of parameter space bounded by hypersurfaces of the form

$$\delta = \pm \epsilon (-\alpha)^{q-2}/2 + O(\epsilon^2).$$

The boundary of the resonance tongues is shown in figure 3, for a three-parameter family, in the case $q = 5$. In fact, the essential parameters of the forced oscillator (18) are $\alpha, \delta$
and $\epsilon$. Together, these tongue boundaries form a cusp-like surface. At this surface the Hopf–Newmark–Sacker bifurcation should occur, since here the Floquet exponents of the linear part of the forced oscillator cross the complex unit circle. This bifurcation gives rise to an invariant 2-torus in the 3D phase space $\mathbb{C} \times \mathbb{R} / (2\pi \mathbb{Z})$; see Figure 4. For a more detailed bifurcation analysis of generic and mildly degenerate Hopf–Newmark–Sacker families we refer to our recent work [8]. More specifically, resonances occur when the eigenvalues of the Poincaré time-$2\pi$-map cross the unit circle at roots of unity $e^{2\pi i p/q}$. The normal form of the Poincaré map and, hence, the bifurcation diagram shown in Figure 4 are similar to those obtained by Gambaudo in [20, equation (3.1) and figure 2]. Also, the ‘resonance horn’ of [20, figure 1] is similar to the resonance set shown in figure 3. ‘Inside’ the tongue the 2-torus is phase-locked to subharmonic periodic solutions of order $q$ [14,16].

**Remark.** In a feed-forward network with more cells, in the higher order cells we expect the generic and standard Hopf–Landau–Lifschitz–Ruelle–Takens scenarios with respect to the coexistence of periodicity, quasi-periodicity and chaos [12,16,30,31].
Genericity of the normal form. The generic conditions guaranteeing that the constant $\gamma(v_0,0)$ in (18) be non zero, and hence that the normal form of the dynamics of the third cell is of the form (19), can be made explicit in specific examples of cell dynamics. These conditions are expressed in terms of the coefficients of a low-degree jet of $f$ and the coefficients of certain resonances in the perturbation term $P$ of the forced oscillator dynamics (2) of the third cell. In section 3 we present a class of examples of cell dynamics of the form (13), where the unperturbed system is a low-degree polynomial system, and show what these generic conditions reduce to for this class of systems.

To derive the conditions guaranteeing $\gamma(v_0,0) \neq 0$, cf theorem 1, we first introduce some notation. The Jordan normal form of the linear part of $\dot{y} = g(y,\mu_0)$ at $y = y_0$ is of the form

$$
\dot{z} = (a(\mu) + i\omega(\mu))z,
$$
cf (16). This linear part, denoted by $L_\mu$, is of the form

$$
L_\mu(w) = \alpha(\mu) w + \beta(\mu) w.
$$

Note that

$$
a(\mu) = \text{Re} \alpha(\mu).
$$

Writing $\alpha(\mu) = a(\mu) + ib(\mu)$ and $\beta(\mu) = c(\mu) + id(\mu)$, we observe that

$$
\omega(\mu) = \sqrt{\det(L_\mu) - a(\mu)^2} = \sqrt{b(\mu)^2 - c(\mu)^2 - d(\mu)^2}.
$$

A straightforward computation shows that the transformation $s_\mu$, bringing $L_\mu$ into the Jordan normal form, i.e. such that

$$
\begin{aligned}
s_{\mu}^{-1} \circ L_{\mu} \circ s_{\mu}(Z) &= (i\omega(\mu) + a(\mu))Z,
\end{aligned}
$$
is given by

$$
\begin{aligned}
s_{\mu}(Z) &= \sigma(\mu)Z + \tau(\mu)\overline{Z},
\end{aligned}
$$

where

$$
\begin{aligned}
\sigma(\mu) &= \frac{1}{2}(b(\mu) - d(\mu) + \omega(\mu)) + \frac{1}{2}i c, \\
\tau(\mu) &= \frac{1}{2}(b(\mu) - d(\mu) - \omega(\mu)) + \frac{1}{2}ic.
\end{aligned}
$$

We require that the linear transformation $s_\mu$ is invertible, i.e. $\Delta(\mu) := \text{Det} s_\mu = |\sigma(\mu)|^2 - |\tau(\mu)|^2 \neq 0$. Its inverse is then given by

$$
\begin{aligned}
s_{\mu}^{-1}(Y) &= \Delta(\mu)^{-1}(\sigma(\mu)Y - \tau(\mu)\overline{Y}).
\end{aligned}
$$

To simplify notation we put $r_0 = r(\mu_0)$, with $r$ given by (8), $y_0 = y(\mu_0)$, $\sigma_0 = \sigma(\mu_0)$, $\tau_0 = \tau(\mu_0)$ and $\Delta_0 = \Delta(\mu_0)$.

Theorem 3 (coefficient of rotationally non-symmetric normal form term). Suppose the conditions of theorem 1 hold. Then the coefficient $\gamma(v_0,0)$ of the non-symmetric term $\varepsilon z^{q-1} e^{i\mu t}$ in the normal form (18) is non zero for generic $f$ and $P$, cf (2). Furthermore, this coefficient is of the form

$$
\gamma(v_0,0) = c_0(f) + c_1(f) C_1(P) + c_2(f) C_2(P) + C(P),
$$

where

- $c_0(f)$ depends on the $(q-1)$-jet of $y \mapsto f(y, r_0, \mu_0)$ at $y = y_0$;
- $c_1(f)$ and $c_2(f)$ depend linearly on $f$, and $c_1(f) = c_2(f) = 0$ if $f$ is a polynomial of degree less than $q$ in $z, \overline{z}$;
• $C_1(P)$ and $C_2(P)$ are linear in $P$;
• $C(P)$ is given by
  \[ C(P) = \frac{1}{2\pi (q - 1)!} \int_0^{2\pi} \frac{\partial^{q-1}}{\partial \zeta^{q-1}} \bigg|_{\zeta=0} e^{-ip\zeta} \left( \sigma_0 \Lambda_P(z, t) - \tau_0 \Lambda_P(z, t) \right) \, dt, \]
  (24)

In other words, the contribution $C(P)$ of the perturbation term $P$ is the coefficient of the term $e^{it}e^{ip\zeta}$ in the Taylor–Fourier expansion of the function $(z, t) \mapsto \sigma_0 \Lambda_P(z, t) - \tau_0 \Lambda_P(z, t)$.

In general, it is hard to determine the constant $c_0(f)$ explicitly, although in principle the normal form procedure described in appendix B.1 gives an explicit method for doing so. On the other hand, the constant $C(P)$ can often be computed more easily, as we will show in the case study in section 3. Furthermore, for generic perturbation terms $P$ we have $C(P) \neq 0$. If $f$ is a polynomial of degree less than $q$ in $z, \zeta$, we have $\gamma(v_0, 0) = c_0(f) + C(P) \neq 0$ for generic $P$. We will analyse this situation in more detail in our case study.

A proof of theorem 3 is given in appendix D.


We present a class of explicit examples that satisfy the generic conditions guaranteeing the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations.

**Cell dynamics in the unperturbed setting.** Condition (3) of $S^1$-symmetry, i.e.
\[ f(e^{i\theta}z_2, e^{i\theta}z_1) = e^{i\theta} f(z_2, z_1), \]
restricts the unperturbed cell dynamics to functions $f$ of the form (4), i.e.
\[ f(z_2, z_1, \mu) = A(|z_1|^2, z_1\zeta_2, |z_2|^2, \mu) \zeta_1 + B(|z_1|^2, \zeta_1 z_2, |z_2|^2, \mu) \zeta_2. \]

In our case study we simply take
\[ A = -1 \quad \text{and} \quad B = \lambda + i + (1 + \kappa i)|z_1|^2 - |z_2|^2. \]

Here $\kappa$ is a second parameter, so from now on $\mu = (\lambda, \kappa) \in \mathbb{R}^2$. With these choices we have
\[ f_\mu(z_2, z_1) = -z_1 + (\lambda + i + (1 + \kappa i)|z_1|^2 - |z_2|^2) \zeta_2. \]

With this choice of $f$ condition (5) is satisfied, so the first cell has a stable equilibrium at $z_1 = 0$. The dynamics of the second cell is
\[ \dot{z}_2 = f_\mu(z_2, 0) = (\lambda + i - |z_2|^2) z_2, \]
so the second cell undergoes a supercritical Hopf bifurcation at $\lambda = 0$, cf (8), with frequency $\theta(\mu) = 1$. In other words, in this case study we do not need to rescale time as in (12). The hypersurface $\mathcal{H}_\kappa$, defined by (7), is of the form $\mathcal{H}_\kappa = \{ (0, \kappa) \mid \kappa \in \mathbb{R} \}$. The stable periodic solution, occurring for $\lambda > 0$, has the form
\[ z_2(t) = \sqrt{\lambda} e^{it}, \]
in other words, $r(\mu) = \sqrt{\lambda}$, in terms of (8). In particular, we restrict the parameters to the half space $\lambda > 0$ from now on. In view of (13) the dynamics of the third cell is of the form
\[ \dot{y} = g(y, \mu) + \varepsilon e^{-it} P(y e^{it}, \sqrt{\lambda} e^{it}), \]
with
\[ g(y, \mu) = -iy + f_\mu(y, \sqrt{\lambda}) = -\sqrt{\lambda} + (2 + i\kappa)\lambda y - |y|^2 y. \]
We first determine the curve in the $(\lambda, \kappa)$-plane corresponding to the occurrence of Hopf bifurcations of the unperturbed dynamics of the third cell (i.e. with $\varepsilon = 0$). Subsequently, we present several examples of perturbed dynamics of this cell for which generic Hopf–Ne˘ımark–Sacker bifurcations occur.

**Generic Hopf bifurcation of the unperturbed system.** Before specifying the perturbation term in (11), we determine the Hopf stratum for the unperturbed dynamics.

**Lemma 4.** The Hopf stratum of the unperturbed dynamics of the third cell, corresponding to the family (27) with $\varepsilon = 0$, is the curve $H_0$ in the $(\lambda, \kappa)$ plane given by

$$\lambda = \frac{1}{\sqrt{\kappa^2 + 1}}, \quad \text{with} \quad |\kappa| > 1.$$  

If $\mu = (\lambda, \kappa) \in H_0$, the Hopf bifurcation takes place at the point

$$y(\mu) = \frac{1 - \kappa i}{(1 + \kappa^2)^2},$$

and the normal frequency of the Hopf bifurcation along this Hopf curve is given by

$$\omega(\kappa) = \sqrt{\kappa^2 - 1}. \frac{\kappa}{\kappa^2 + 1}.$$  

Proof. The Hopf stratum is the curve given by the equations

$$g(y, \mu) = 0 \quad \text{and} \quad \text{tr}(d_y g(y, \mu)) = 0,$$

with $\det(d_y g(y, \mu)) > 0$. Since $d_y g(y, \mu) w = \alpha w + \beta \overline{w}$, with

$$\alpha = (2 + i\kappa)\lambda - 2|y|^2 \quad \text{and} \quad \beta = -y^2,$$  

and $\text{tr}(d_y g(y, \mu)) = 2\text{Re}\alpha$, these equations reduce to

$$\begin{cases} -\sqrt{\lambda} + (2 + i\kappa)\lambda y - |y|^2 y = 0, \\ \lambda - |y|^2 = 0. \end{cases}$$

This set of equations gives the expressions for $\lambda$ and $y$ in terms of $\kappa$. We also have to guarantee that $\det(d_y g(y, \mu)) > 0$ at a point $(y, \mu) \in H_0$. A short calculation shows that

$$\det(dg_\mu) = |2(\lambda - |y|^2)^2 + i\kappa|\lambda|^2 - |y|^4 = \kappa^2 \lambda^2 - |y|^4 = \frac{\kappa^2 - 1}{\kappa^2 + 1},$$

so the frequency along the Hopf curve $H_0$ is given by the expression for $\omega(\kappa)$ stated in the lemma, subject to the condition $|\kappa| > 1$. □

This result shows that the normal frequency varies monotonically from 0 to 1 along the Hopf curve $H_0$. We study Hopf–Ne˘ımark–Sacker bifurcations near a Hopf point $\mu_0$ at which $\omega(\mu_0) = \frac{p}{q}$, where $p$ and $q$ are relatively prime and $0 < p < q$. According to lemma 4, this happens at the points $\mu_0 = (\lambda_0, \kappa_0)$, with

$$\kappa_0 = \pm \sqrt{\frac{1 - \omega(\mu_0)^2}{1 + \omega(\mu_0)^2}} = \pm \sqrt{\frac{q^2 - p^2}{q^2 + p^2}}, \quad \lambda_0 = \frac{1}{2} \left(1 - \frac{p^2}{q^2}\right).$$

If the system satisfies the versal unfolding of linear part condition, theorem 1 yields the normal form (18).
Lemma 5. The system $y' = g(y, \mu)$, with $g$ given by (28), satisfies the versal unfolding of linear part condition, i.e. the map

$$(\lambda, \kappa) \mapsto (a(\lambda, \kappa), \omega(\lambda, \kappa))$$

with $a$ and $\omega$ given by (16) is invertible, locally near any point of the Hopf stratum $\mathcal{H}_0$.

Proof. Let $(\lambda_0, \kappa_0)$ be a point on the Hopf stratum $\mathcal{H}_0$. We have to prove that

$$\left. \frac{\partial (a, \delta)}{\partial (\lambda, \kappa)} \right|_{(\lambda_0, \kappa_0)} \neq 0.$$

Putting $Y = |y_{\lambda, \kappa}|^2$ we get $a = 2(\lambda - Y)$ and $\delta = \lambda^2 \kappa^2 - Y^2 - \omega_N^2$. Therefore

$$\frac{\partial (a, \delta)}{\partial (\lambda, \kappa)} = \begin{vmatrix} 2 \left( 1 - \frac{\partial Y}{\partial \lambda} \right) & -2 \frac{\partial Y}{\partial \kappa} \\ 2 \left( \lambda \kappa^2 - Y \frac{\partial Y}{\partial \lambda} \right) & 2 \left( \lambda^2 \kappa - Y \frac{\partial Y}{\partial \kappa} \right) \end{vmatrix} = 4 \left( \lambda^2 \kappa^2 - \lambda \kappa^2 \frac{\partial Y}{\partial \lambda} + \lambda \kappa^2 \frac{\partial Y}{\partial \kappa} - Y \frac{\partial Y}{\partial \kappa} \right).$$

So it remains to compute the values of $\frac{\partial Y}{\partial \lambda}$ and $\frac{\partial Y}{\partial \kappa}$ at $(\lambda_0, \kappa_0)$. Note that $u$ and $v$ depend on $\lambda$ and $\kappa$ and that

$$\frac{\partial Y}{\partial \lambda} = 2 \left( u \frac{\partial u}{\partial \lambda} + v \frac{\partial v}{\partial \lambda} \right) \quad \text{and} \quad \frac{\partial Y}{\partial \kappa} = 2 \left( u \frac{\partial u}{\partial \kappa} + v \frac{\partial v}{\partial \kappa} \right).$$

Differentiating each of the equations in (30) with respect to $\lambda$ and $\kappa$ we obtain

$$\begin{pmatrix} \frac{\partial g_r}{\partial u} & \frac{\partial g_r}{\partial v} \\ \frac{\partial g_i}{\partial u} & \frac{\partial g_i}{\partial v} \end{pmatrix} \cdot \begin{pmatrix} \frac{\partial u}{\partial \lambda} & \frac{\partial u}{\partial \kappa} \\ \frac{\partial v}{\partial \lambda} & \frac{\partial v}{\partial \kappa} \end{pmatrix} + \begin{pmatrix} \frac{\partial g_r}{\partial \lambda} & \frac{\partial g_r}{\partial \kappa} \\ \frac{\partial g_i}{\partial \lambda} & \frac{\partial g_i}{\partial \kappa} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$

From this identity we compute the values of $\frac{\partial u}{\partial \lambda}$, $\frac{\partial u}{\partial \kappa}$, $\frac{\partial v}{\partial \lambda}$ and $\frac{\partial v}{\partial \kappa}$ at $(\lambda_0, \kappa_0)$, using Mathematica. Plugging these values into (31), and using

$$\lambda_0 = (1 + \kappa_0^2)^{-\frac{1}{2}}, \quad u_0 = (1 + \kappa_0^2)^{-\frac{1}{2}} \quad \text{and} \quad v_0 = -\kappa_0 (1 + \kappa_0^2)^{-\frac{1}{2}},$$

we obtain

$$\left. \frac{\partial (a, \delta)}{\partial (\lambda, \kappa)} \right|_{(\lambda_0, \kappa_0)} = \frac{16 \kappa_0}{\kappa_0^2 - 1} > 0.$$

From this inequality we conclude that the reparametrization is locally invertible at points $(\lambda_0, \kappa_0)$ of the Hopf curve. □

The latter lemma allows us to conclude that the dynamics of the third cell can be brought into the normal form (18). Moreover, it turns out that we can explicitly compute the coefficient $\gamma(v_0, 0)$ in this normal form. Hence, theorem 1 guarantees that the normal form can be reduced even further to the simpler form (19).
The Hopf coefficient. In our case study, the second condition for the occurrence of generic Hopf–Neimark–Sacker bifurcations also holds, i.e. the real part of the Hopf coefficient is non zero.

Lemma 6. In the case study (27), the real part of the Hopf coefficient $F_4(0, 0, 0)$, or, equivalently, the real part of the coefficient of $z^2z^\tau$ in the normal form (18) for $(\mu, \varepsilon) = (\mu_0, 0)$, is non zero.

Proof. We first bring the linear part of the system $\dot{y} = g(y, \mu_0)$ into the Jordan normal form, with $g$ given by (28) with $\lambda = (\kappa^2 + 1)^{-1/2}$ and $|\kappa| > 1$, cf lemma 4. To this end, first bring the Hopf singular point to the origin by the translation $Y = y - y_0$, where $y_0 = y(\mu_0)$. This translation transforms the system $\dot{y} = g(y, \mu_0)$ into the form

$$\dot{Y} = B_{10} Y + B_{01} \overline{Y} + B_{20} Y^2 + B_{11} Y \overline{Y} + B_{02} \overline{Y}^2 - Y^2 \overline{Y},$$

with

$$B_{10} = \lambda_0 (2 + i\kappa_0) - 2|y_0|^2, \quad B_{01} = -y_0^2,$$

$$B_{20} = -\overline{y_0}, \quad B_{11} = -2y_0, \quad B_{02} = 0.$$

Subsequently, we bring the linear part of (32) into the Jordan normal form $\dot{Z} = i\omega_0 Z$ via (21), i.e. we put

$$Y = \sigma_0 Z + \tau_0 \overline{Z},$$

where $\sigma_0$ and $\tau_0$ are given by (22) for $\mu = \mu_0$. In view of (29) we have

$$a_0 = \text{Re} a(\mu_0) = 0, \quad b_0 = \text{Im} a(\mu_0) = \kappa_0 \lambda_0,$$

where $y_0 = (1 - \kappa_0 i)(\kappa^2 + 1)^{-3/4}$ and $\lambda_0 = (1 + \kappa^2)^{-1/2}$, cf lemma 4. A straightforward computer-assisted calculation shows that the transformed system is of the form

$$\dot{Z} = i\omega_0 Z + A_{20} Z^2 + A_{11} Z \overline{Z} + A_{02} \overline{Z}^2 + A_{30} Z^3 + A_{21} Z^2 \overline{Z} + A_{12} Z \overline{Z}^2 + A_{01} \overline{Z}^3,$$

where

$$A_{20} = \frac{\kappa_0}{2(1 + \kappa_0^2)^{3/4}} (1 - 2i\sqrt{\kappa_0^2 - 1}),$$

$$A_{11} = \frac{\kappa_0}{(1 + \kappa_0^2)^{3/4}} (-1 + 2i\sqrt{\kappa_0^2 - 1}),$$

$$A_{02} = \frac{\kappa_0}{2(1 + \kappa_0^2)^{3/4}} (2 - \kappa_0^2 - 2i\sqrt{\kappa_0^2 - 1}),$$

$$A_{21} = \frac{\kappa_0^2 - \kappa_0^4}{(1 + \kappa_0^2)^2}.$$

The values of $A_{30}, A_{12}$ and $A_{01}$ are irrelevant, in view of the following result: the system (34) is brought into the normal form (18), which for $(\kappa, \lambda, \varepsilon) = (\kappa_0, (\kappa^2 + 1)^{-1/2}, 0)$ is given by

$$\dot{z} = i\omega_0 z + c_1 z^2z^\tau + O(|z|^4),$$

where the Hopf coefficient $c_1$ is given by

$$c_1 = \frac{i}{2\omega_0} (2A_{20}A_{11} - 2|A_{11}|^2 - \frac{1}{2}|A_{02}|^2 + A_{21}).$$

For a derivation of this result, see [27, lemma 3.6], especially (3.18) in the proof of this lemma, or [24, appendix to section 3.4], especially (3.4.11) and (3.4.26). In fact, the normal
form procedure presented in appendix B.1 yields the same expression for the Hopf coefficient. Substituting the values of $A_{ij}$ given in (35) into (36) yields

$$c_1 = -\frac{\kappa_0^2}{1 + \kappa_0^2} + \frac{\kappa_0^2 - 6\kappa_0^4}{3(\kappa_0^2 + 1)^2 \sqrt{\kappa_0^2 - 1}} i,$$

and hence $\text{Re } c_1 \neq 0$. \hfill $\square$

**The perturbation term.** We continue our case study with a closer analysis of the perturbation term in (27). We show that, for a general class of perturbation terms $P$ in (2), the constant $C(P)$, introduced in theorem 3, can be chosen arbitrarily. Since the coefficient $\gamma(v_0, 0)$ of the rotationally non-symmetric term in the normal form (18) is equal to $\gamma(v_0, 0) = C_f + C(P)$, this implies that a suitable choice of the perturbation term $P$ yields $\gamma(v_0, 0) \neq 0$. In view of theorem 2, this implies the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations in the dynamics of the third cell.

Consider a perturbation term of the monomial form

$$P_2(z, z_1) = P_0 z_1^{\lambda_0} z^{m} (z + z_1)^{-m},$$

where $P_0$ is a non zero complex constant. Note that this term satisfies condition (9), guaranteeing the persistence of the equilibrium of the first cell and the periodic solution of the second cell.

Then, in the notation of theorem 3,

$$\Lambda_P(z, t) = \left[ P_0 \frac{1}{\lambda_0} \right] e^{i(k-l+2m-q)t} \left( y_0 + \tau_0 \bar{y}_0 \right)^m (\bar{y}_0 + \bar{\tau}_0 z + \bar{\tau}_0 z) q^{-1-m}$$

$$= P_0 \lambda_0^{-1} e^{i(k-l+2m-q)t} \left( \tau_0^m \bar{\tau}_0^{m-1-m} \bar{z}^{-1-m} + \sigma_0^m \bar{\sigma}_0^{m-1-m} \bar{z}^{q-1} \right)$$

$$+ z \bar{z} R_{q-3}(z, t) + R_{q-2}(z, t),$$

where $R_q(z, t)$ is a polynomial of degree $k$ in $z$ and $\bar{z}$, with coefficients that are $2\pi$-periodic in $t$. Since the term $z \bar{z} R_{q-3}(z, t) + R_{q-2}(z, t)$ does not contain a term of the form $\bar{z}^{q-1} e^{ip}$, it does not contribute to the coefficient $C(P)$, cf theorem 3. More precisely,

$$C(P) = \begin{cases} P_0 \lambda_0^{-1} e^{i(k-l+2m-q)t} \tau_0^m, & \text{if } k - l + 2m - q = p, \\ P_0 \lambda_0^{-1} e^{i(k-l+2m-q)t} \sigma_0^m, & \text{if } k - l + 2m - q = -p, \\ 0, & \text{if } k - l + 2m - q \neq \pm p. \end{cases}$$

Given the value of $C_f$, we take $k - l + 2m - q = \pm p$ and choose $P_0$ such that $\gamma(v_0, 0) = C_f + C(P) \neq 0$. This choice of $P_0$ is possible since $\lambda_0$, $\sigma_0$ and $\tau_0$ are non zero. Indeed, $\lambda_0 = (\kappa_0^2 + 1)^{-1/2} \neq 0$ and $\text{Im } \sigma_0 = \text{Im } \tau_0 = c_0 \neq 0$, cf (22) and (33).

**Remark.** Observe that $C(P) = 0$ if the degree of $P$ in $z_2, \bar{z}_2$ is less than $q - 1$. Therefore, our example above is the ‘simplest’ yielding non zero $C(P)$.

Consequently, for this choice of $P$ the dynamics exhibits Hopf–Ne˘ımark–Sacker bifurcations corresponding to the birth and death of subharmonics of order $q$, for parameter values $(\lambda, \kappa, \varepsilon)$ near the point $(\lambda_0, \kappa_0, 0)$ on the Hopf line in the plane $\varepsilon = 0$ in parameter space. This phenomenon even occurs for generic perturbation terms $P$.

**Lemma 7.** For generic choices of the perturbation term $P$ in (27) the coefficient $\gamma(v_0, 0)$ of the rotationally non-symmetric term in the normal form (18) for $(v, \varepsilon) = (v_0, 0)$ is non zero.
Proof. Since \( C(P) \) is linear in \( P \), we have \( C(P) \neq 0 \) for generic \( P \). To see this, decompose \( P \) as \( P = P' + P'' + P''' \), with \( P' \) of degree less than \( q - 1 \), \( P'' \) homogeneous of degree \( q - 1 \) and \( P''' \) of degree greater than \( q - 1 \) in \( z_2, \overline{z}_2 \). Then theorem 3 implies \( C(P') = 0 \). Compute \( c_0(f) + C(P'') \) and take the coefficient(s) of \( P'' \) in such a way that \( c_0(f) + C(P'') + C(P''') \neq 0 \). Given arbitrary, but fixed \( P''' \), the latter inequality holds for generic \( P'' \). This proves that \( c_0(f) + C(P) \neq 0 \) for generic \( P \). □

Lemmas 4–7 show that in our case study the conditions of theorem 1 and 2 are met for generic perturbation terms. Note that generic means open and dense with respect to the Zariski topology. More precisely, the preceding discussion is summarized in the following result.

Theorem 8. Consider a three-cell feed-forward network with cell dynamics given by the three-parameter family

\[
F_{\lambda, \kappa, \varepsilon}(z_1, z_2) = f_{\lambda, \kappa}(z_2, z_1) + \varepsilon P(z_2, z_1),
\]

where \( f_{\lambda, \kappa} \) is given by (26). For \( q > p > 0 \), with \( p \) and \( q \) relatively prime, the dynamics of the third cell has a \( p : q \) resonance point at

\[
(\lambda, \kappa, \varepsilon) = \left( \frac{1}{2} \left( 1 - \frac{p^2}{q^2} \right), \pm \sqrt{\frac{q^2 - p^2}{q^2 + p^2}}, 0 \right).
\]

For generic perturbation terms \( P \) the dynamics of the third cell undergoes a generic Hopf–Ne˘ımark–Sacker bifurcation at this point. The resonance tongues in \((\lambda, \kappa, \varepsilon)\)-space emanate from a cuspidal edge in the \((\lambda, \kappa)\) plane given by

\[
\lambda = \frac{1}{\sqrt{\kappa^2 + 1}}, \quad \varepsilon = 0.
\]

The tongue boundaries exhibit the standard generic geometry, given by the local model (20). See also figure 3.

4. Conclusion and future work

We have explored a framework for detecting the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations of families of perturbed forced oscillators. Applying this framework, we have been able to show that such bifurcations occur in a large class of linear feed-forward networks of coupled cells, each with the same dynamics. We have shown in detail how to apply our framework to concrete examples of such cell dynamics.

Our approach is based on fine-tuning existing normal form techniques, which, applied to concrete systems, provide the generic conditions for the occurrence of Hopf–Ne˘ımark–Sacker bifurcations. Furthermore, this approach allowed us to show that these bifurcations give rise to resonance tongues with ‘standard’ geometry.

In [5] we have developed a method, based on Liapunov–Schmidt reduction and \( \mathbb{Z}_q \) equivariant singularity theory, to find period \( q \) resonance tongues in a Hopf bifurcation for dissipative maps. We recovered the standard non degenerate results, but also illustrated the method on the degenerate case \( (q \geq 7) \). We are currently analysing the resonance tongues of such mildly degenerate systems, which are (singular) hypersurfaces in four-dimensional parameter space.

We also plan to investigate the geometry of resonance tongues in families of cell dynamics exhibiting mildly degenerate Hopf–Ne˘ımark–Sacker bifurcations. This phenomenon only occurs in systems depending on more than three parameters, so the analysis is typically more
complicated than in this paper, especially since the resonance tongues are (singular) surfaces in parameter space of dimension at least four.
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Appendix A. Versal unfolding of the linear part: Jordan normal form

In this appendix we show how to bring the linear part of the forced oscillator (13) into the Jordan normal form at the equilibrium \( y = y_\mu \). By applying a sequence of transformations, as already described in section 2.2, we arrange that for all parameter values in the region of interest the dynamics of the third cell has an equilibrium \( z = 0 \) and that the linear part of this equilibrium is in the Jordan normal form. The following lemma describes this sequence of transformations.

Lemma 9. Suppose the forced oscillator

\[ \dot{y} = g(y, \mu) + \varepsilon G(y, t, \mu) \]

satisfies the generic Hopf bifurcation condition (17), for \( \mu \) near \( \mu_0 \), and the normal frequency at \( \mu_0 \) is equal to \( \omega_0 = \frac{p}{q} \). Then there is a transformation of the form

\[ z = Z + \varepsilon \varphi(t, \varepsilon, \mu), \]

which is \( 2\pi \)-periodic in \( t \), such that successive application of the transformations \( Y = y - y_\mu \), cf (15), \( Z = s^{-1}_\mu (Y) \), cf (21) and (38), brings the perturbed system (37) into the form

\[ \dot{z} = (i\omega(\mu) + a(\mu))z + h(z, \mu) + \varepsilon H(z, t, \varepsilon, \mu), \]

where

1. \( z \mapsto h(z, \mu) \) has zero 1-jet at \( z = 0 \), i.e. \( h(0, \mu) = 0, d_1 h(0, \mu) = 0 \) and \( h(z, \mu) \) depends linearly on \( g \);
2. \( H(z, t, \varepsilon, \mu) \) is \( 2\pi \)-periodic in \( t \), \( H(0, t, \varepsilon, \mu) = 0 \), and \( H(z, t, \varepsilon, \mu) \) depends linearly on \( G \) (and also on \( g \), though not necessarily linearly).

Remark. The proof of this lemma is a straightforward calculation. In fact, we will find an explicit expression for the transformation (38), which, in turn, will allow us to determine explicit expressions for the terms \( h(z, \mu) \) and \( H(z, t, \varepsilon, \mu) \) in (39). From these expressions we will then be able to conclude that if \( g \) is a polynomial of degree \( m \) in \( z, \overline{z} \), then

1. \( h(z, \mu) \) is a polynomial of degree \( m \) in \( z, \overline{z} \);
2. \( H(z, t, 0, \mu) = K(z, t, \mu) - K(0, t, \mu) + P_{m-1}(z, t, \mu), \)

where \( K \) is given by

\[ K(Z, t, \mu) = \frac{1}{\Delta} \left( \sigma G(y_\mu + \sigma Z + \tau \overline{Z}, t, \mu) - \tau G(y_\mu + \sigma \overline{Z} + \tau Z, t, \mu) \right), \]

where \( P_{m-1}(z, t, \mu) \) is a polynomial of degree at most \( m - 1 \) in \( z, \overline{z} \) and where \( \sigma \) and \( \tau \) are given by (22) and \( \Delta = |\sigma|^2 - |\tau|^2 \). In particular, \( K(Z, t, \mu) \) is \( 2\pi \tau \)-periodic in \( t \). These explicit expressions will be needed in the proof of theorem 3 in appendix D.
Proof. The strategy of the proof is as follows. We first show that successive application of the transformations \( Y = y - y_\mu \) and \( Z = s_\mu^{-1}(Y) \) brings the linear part of the unperturbed system, i.e. (37) with \( \varepsilon = 0 \), into the Jordan normal form. Then we apply these two transformations to the perturbed system (37), which reintroduces a time dependent constant term. We show that a third transformation of the form (38) eliminates this constant, in other words, brings the system into the 2\( \pi \)-periodic form (39), which has a 2\( \pi \)-periodic orbit \( z = 0 \).

Recall that we first arrange that the equilibrium of the unperturbed system is at the origin by introducing a localized variable \( Y \), defined near 0 \( \in \mathbb{C} \) by

\[
y = y_\mu + Y,
\]

where \( y_\mu \) is the equilibrium given by (15). In this way the unperturbed dynamics \( \dot{y} = g(y, \mu) \) is transformed into the form

\[
\dot{Y} = L_\mu(Y) + g_1(Y, \mu), \tag{41}
\]

where \( L_\mu \) is the linear part of \( Y \mapsto g(y_\mu + Y, \mu) \) at \( Y = 0 \). In particular, \( g_1(Y, \mu) \) has no constant and linear terms in \( Y \) and \( \dot{Y} \), i.e. \( g_1(0, \mu) = 0 \) and \( dY g_1(0, \mu) = 0 \).

The second transformation is the inverse of \( s_\mu \) given by \( s_\mu(Z) = \sigma Z + \tau \ \bar{Z} \), cf (21), where \( \sigma \) and \( \tau \) are given by (22). Putting \( Z = s_\mu^{-1}(Y) = \sigma Y - \tau \ Y \), with \( \Delta = |\sigma|^2 - |\tau|^2 \), brings the unperturbed system (41) into the Jordan normal form, i.e.

\[
\dot{Z} = (i\omega(\mu) + a(\mu))Z + h(Z, \mu),
\]

where

\[
h(Z, \mu) = \Delta^{-1} \left( \sigma \ G(y_\mu + \sigma Z + \tau \ \bar{Z}, \mu) - \tau \ g_1(\sigma Z + \tau \ \bar{Z}, \mu) \right). \tag{42}
\]

In particular, the two-jet of \( Z \mapsto h(Z, \mu) \) vanishes at \( Z = 0 \) for \( \mu \) near \( \mu_0 \).

We now apply the transformations \( Y = y - y_\mu \) and \( Z = s_\mu^{-1}(Y) \) to the perturbed system (37). In other words, we put

\[
y = y_\mu + \sigma Z + \tau \ \bar{Z},
\]

which brings (37) into the Jordan normal form

\[
\dot{Z} = (i\omega + a) Z + h(Z, \mu) + \varepsilon K(Z, t, \mu),
\]

where \( h(Z, \mu) \) is given by (42) and \( K(Z, t, \mu) \) by (40), i.e.

\[
K(Z, t, \mu) = \Delta^{-1} \left( \sigma G(y_\mu + \sigma Z + \tau \ \bar{Z}, t, \mu) - \tau \ G(y_\mu + \sigma Z + \tau \ \bar{Z}, t, \mu) \right).
\]

Denoting the time derivative of \( \psi \) by \( \dot{\psi} \), and observing that the inverse of the third transformation (38) is given by \( Z = z - \varepsilon \psi(t, \varepsilon, \mu) \), we see that the transformed system is of the form

\[
\dot{z} = \dot{Z} + \varepsilon \dot{\psi} = \Phi(z, \varphi, \varepsilon, \mu) + \varepsilon \dot{\psi}, \tag{43}
\]

where

\[
\Phi(z, \varphi, \varepsilon, \mu) = (i\omega + a)(z - \varepsilon \varphi) + h(z - \varepsilon \varphi, \mu) + \varepsilon K(z - \varepsilon \varphi, t, \mu).
\]

Here we suppress the dependence of \( a \) and \( \omega \) on \( \mu \) and the dependence of \( \varphi \) and its derivative \( \dot{\psi} \) on \( t \).

Our goal is to find a function \( \varphi = \varphi(t, \varepsilon, \mu) \) such that the terms on the right-hand side independent of \( z \) and \( \bar{Z} \) vanish, i.e. to reduce (43) to a system of the form \( \dot{z} = O(|z|) \), uniformly
in \((t, \varepsilon, \mu)\). Since \((43)\) is of the form
\[
\dot{z} = \Phi(0, \varphi, t, \varepsilon, \mu) + \varepsilon \dot{\varphi} + O(|z|),
\]
we have to solve the differential equation
\[
\Phi(0, \varphi, t, \varepsilon, \mu) + \varepsilon \dot{\varphi} = 0
\]
for \(\varphi = \varphi(t, \varepsilon, \mu)\). Putting
\[
K_0(t, \mu) = K(0, t, \mu) \quad \text{and} \quad K_1(\varphi, t, \varepsilon, \mu) = K(-\varepsilon \varphi, t, \mu) - K(0, t, \mu)
\]
yields
\[
\Phi(0, \varphi, t, \varepsilon, \mu) = -\varepsilon \left( (i \omega + a) \varphi + K_0(t, \mu) \right) + h(-\varepsilon \varphi, \mu) + \varepsilon K_1(\varphi, t, \varepsilon, \mu).
\]
Since the two-jet of \(z \mapsto h(z, \mu)\) vanishes at \(z = 0\), we have \(h(-\varepsilon \varphi, \mu) = O(\varepsilon^2)\). Similarly, \(K_1(\varphi, t, \varepsilon, \mu) = O(\varepsilon)\). Therefore, the division lemma guarantees the existence of a smooth function \(K_2 : \mathbb{C} \times \mathbb{C} \times \mathbb{R} \times \mathbb{R}^k \to \mathbb{R}\) such that
\[
h(-\varepsilon \varphi, \mu) + \varepsilon K_1(\varphi, t, \varepsilon, \mu) = \varepsilon^2 K_2(\varphi, t, \varepsilon, \mu).
\]
Note that also \(K_2(\varphi, t, \varepsilon, \mu)\) is 2\(\pi\)-periodic in \(t\). Therefore, \((43)\) is of the form
\[
\dot{z} = \varepsilon \left( \dot{\varphi} - (i \omega + a) \varphi + K_0(t, \mu) + \varepsilon K_2(\varphi, t, \varepsilon, \mu) \right) + O(|z|).
\]
Observe that \(e^{2\pi i \omega(t, \mu)} \notin \mathbb{Z}\) for \(\mu\) near \(\mu_0\), since \(a(\mu_0) = 0\) and \(e^{2\pi i \omega(\mu_0)} \notin \mathbb{Z}\). Therefore, there is a unique function \(\varphi : \mathbb{R} \times \mathbb{C} \times \mathbb{R} \to \mathbb{R}\), such that \(\varphi(t, \varepsilon, \mu)\) is 2\(\pi\)-periodic in \(t\), and
\[
\dot{\varphi} - (i \omega + a) \varphi + K_0(t, \mu) + \varepsilon K_2(\varphi, t, \varepsilon, \mu) = 0,
\]
and such that \(\varphi_0(t, \mu) := \varphi(t, 0, \mu)\) is of the form
\[
\varphi_0(t, \mu) = e^{(i \omega(\mu) + a(\mu)) t} \left( c_0 - \int_0^t e^{-(i \omega(\mu) + a(\mu)) s} K_0(s, \mu) \, ds \right),
\]
with
\[
c_0 = (e^{2\pi i \omega(\mu) + a(\mu)})^{-1} \int_0^{2\pi} e^{-(i \omega(\mu) + a(\mu)) s} K_0(s, \mu) \, ds.
\]
With this choice of \(\varphi\), transformation \((38)\) reduces the system to one of the forms \(\dot{z} = O(|z|)\). To prove that the reduced system is of the form \((39)\) it remains to analyse the right-hand side of this system in more detail. To this end, \((43)\) and \((44)\) imply that the transformed system is of the form
\[
\dot{z} = \Phi(z, \varphi, t, \varepsilon, \mu) - \Phi(0, \varphi, t, \varepsilon, \mu)
\]
\[
= (i \omega + a) z + h(z - \varepsilon \varphi, \mu) - h(-\varepsilon \varphi, \mu) + \varepsilon \left( K(z - \varepsilon \varphi, t, \mu) - K(0, t, \mu) \right).
\]
The Taylor expansion with respect to \(\varepsilon\) shows that
\[
h(z - \varepsilon \varphi, \mu) - h(-\varepsilon \varphi, \mu) = h(z, \mu) + \varepsilon h_1(z, t, \varepsilon, \mu),
\]
where \(h_1 : \mathbb{C} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^k \to \mathbb{R}\) is a smooth function of the form
\[
h_1(z, t, \varepsilon, \mu) = -\varphi_0(t, \mu) h_2(z, \mu) - \varphi_0(t, \mu) h_2(z, \mu) + O(\varepsilon),
\]
uniformly in \((z, t, \mu)\), which is 2\(\pi\)-periodic in \(t\). Taking \(z = 0\) in \((46)\) shows that
\[
h_1(0, t, \varepsilon, \mu) = 0.
\]
Putting
\[
H(z, t, \varepsilon, \mu) = h_1(z, t, \varepsilon, \mu) + K(z - \varepsilon \varphi, t, \varepsilon, \mu) - K(0, t, \varepsilon, \mu),
\]
we have to solve the differential equation
\[
\dot{\varphi} + (i \omega + a) \varphi + K_0(t, \mu) + \varepsilon K_2(\varphi, t, \varepsilon, \mu) = 0
\]
for \(\varphi = \varphi(t, \varepsilon, \mu)\). Putting
\[
K_0(t, \mu) = K(0, t, \mu) \quad \text{and} \quad K_1(\varphi, t, \varepsilon, \mu) = K(-\varepsilon \varphi, t, \mu) - K(0, t, \mu)
\]
we see that the transformed system is of the form (39). The function $H(z, t, \varepsilon, \mu)$ is $2\pi$-periodic in $t$, and, in view of (47), it satisfies $H(0, t, \varepsilon, \mu) = 0$. Furthermore, (48) and (40) show that $H(z, t, \varepsilon, \mu)$ depends on $g$ and linearly on $G$. This completes the proof of the lemma. □

We have given the expressions for $H$ in detail, since these will be used in the proof of theorem 3 to be presented in appendix D. In fact, we will need the following result.

Lemma 10. For $\varepsilon = 0$, the function $H(z, t, \varepsilon, \mu)$, given by (48), satisfies

$$H(z, t, 0, \mu_0) = -\phi_0(t, \mu_0) h(z, \mu_0) - \phi_0(t, \mu_0) h(z, \mu_0) + K(z, t, \mu_0) - K(0, t, \mu_0),$$

(49)

with

$$K(z, t, \mu_0) = \sigma_0 \lambda_p(z, t) - \tau_0 \lambda_p(z, t),$$

(50)

$$h(z, \mu_0) = \sigma_0 \lambda_f(z) - \tau_0 \lambda_f(z) + \text{aff}(z, \tau),$$

(51)

where $\text{aff}(z, \tau)$ is an affine function of $z, \tau$, where $\lambda_p(z, t)$ is defined by (25) and where

$$\lambda_f(z) = \Delta_0^{-1} f(y_0 + \sigma_0 z + \tau_0 \tau).$$

(52)

Proof. Expressions (49) and (50) are straightforward consequences of (48) and (46). In view of the defining relations (42) and (14) of $h$ in terms of $g$ and of $g$ in terms of $f$, respectively, identity (51) follows from the observation that

$$g_1(\sigma_0 z + \tau_0 \tau, \mu_0) = g(y_0 + \sigma_0 z + \tau_0 \tau, \mu_0) - L_{\mu_0}(\sigma_0 z + \tau_0 \tau)
= f(y_0 + \sigma_0 z + \tau_0 \tau, \mu_0) + \text{aff}(z, \tau).$$

□

Appendix B. Derivation of normal forms

Methods for bringing the continuous dynamical system into the polynomial normal form are well known from the literature; See, e.g. [3, 27, 32]. In this appendix we show how to fine-tune this standard normal form procedure in such a way that the normal form provides additional information revealing the occurrence of generic Hopf–Ne˘ımark–Sacker bifurcations.

In section B.1 we show that the terms of order $i$ in the normal form depend linearly on the terms of order $i$ in the original system and polynomially on the terms of lower order. Section B.2 presents the normal form procedure for periodic systems, and in section B.3 we use these normal form results to prove theorem 1. The results presented in this appendix are of independent interest, since their scope is much wider than the class of forced oscillators appearing in the dynamics of the third cell.

Appendix B.1. A normal form procedure

In this section we derive a normal form for the larger class of $2\pi$-periodic systems of the form (39) where the system is in $p : q$ resonance, i.e. $\omega(\mu_0) = \frac{p}{q}$ for some Hopf parameter $\mu_0$, with $p$ and $q$ relatively prime. The normal form corresponds to the rotationally symmetric Hopf normal form for $\varepsilon = 0$. It turns out that the full normal form is not rotationally symmetric, but exhibits a $\mathbb{Z}_q$-symmetry.

Our approach to the computation of normal forms is a slight extension of the well-known methods introduced in [32]. This procedure transforms the terms of the vector field in ‘as simple a form as possible’, up to a user-defined order. It does so via iteration with respect to
the total degree of these terms. Before focusing on periodic systems in the plane we review the method for computing normal forms in a general Lie algebra setting and isolate some of its features that are crucial for our subsequent study of subharmonics in the forced oscillator (39).

**Lie series expansion.** For non negative integers \( m \) we denote the space of vector fields (on some Euclidean space of arbitrary dimension) of total degree \( m \) by \( \mathcal{H}_m \) and the space of vector fields with vanishing derivatives up to and including order \( m \) at \( 0 \in \mathbb{C} \) by \( \mathcal{F}_m \). Note that \( \mathcal{F}_m = \prod_{k \geq m} \mathcal{H}_k \).

**Lemma 11.** Let \( X \) and \( Y \) be vector fields on \( \mathbb{C} \), where \( X \) is of the form

\[
X = X^{(1)} + X^{(2)} + \cdots + X^{(N)} \mod \mathcal{F}_{N+1},
\]

with \( X^{(n)} \in \mathcal{H}_n \) and \( Y \in \mathcal{H}_m \), with \( m \geq 2 \). Let \( Y_t, t \in \mathbb{R} \), be the one-parameter group generated by \( Y \) and let \( X' = (Y_t)_*(X) \). Then

\[
X' = X + \sum_{k=1}^{\lfloor \frac{N-1}{m-1} \rfloor} (-1)^k \frac{k!}{k^k} t^k \text{ad}(Y)^k(X) \mod \mathcal{F}_{N+1}.
\]

**Proof.** We follow the approach of Takens [32] and Broer et al [3,4] to obtain the Taylor series of \( X' \) with respect to \( t \) in \( t = 0 \) using the basic identity

\[
\frac{\partial}{\partial t} X' = [X', Y] = -\text{ad}(Y)(X').
\]

Using this relation, we inductively prove that

\[
\frac{\partial^k}{\partial t^k} X' = (-1)^k \text{ad}(Y)^k(X').
\]

Using the latter identity for \( t = 0 \), we obtain the formal Taylor series

\[
X' = \sum_{k \geq 0} \frac{1}{k!} t^k \left. \frac{\partial^k}{\partial t^k} \right|_{t=0} X'
\]

\[
= \sum_{k \geq 0} \frac{(-1)^k}{k!} t^k \text{ad}(Y)^k(X).
\]

Since \( Y \in \mathcal{H}_m \), the operator \( \text{ad}(Y)^k \) increases the degree of each term in its argument by \( k(m-1) \). Since the terms of lowest order in \( X \) are linear, we see that

\[
\text{ad}(Y)^k(X) = 0 \mod \mathcal{F}_{N+1},
\]

if \( 1 + k(m-1) > N \). Therefore,

\[
X' = \sum_{k=0}^{\lfloor \frac{N-1}{m-1} \rfloor} \frac{(-1)^k}{k!} t^k \text{ad}(Y)^k(X) \mod \mathcal{F}_{N+1}
\]

\[
= X + \sum_{k=1}^{\lfloor \frac{N-1}{m-1} \rfloor} \frac{(-1)^k}{k!} t^k \text{ad}(Y)^k(X) \mod \mathcal{F}_{N+1},
\]
which proves (54). In view of (53) the latter identity expands to
\[
X^k = \sum_{n=1}^{N} \left( \frac{2^n - 1}{2^n} \right) (-1)^k \frac{k!}{k} \text{ad}(Y)^k(X^{(n)}) \mod F_{N+1}. \tag{56}
\]
Since \(\text{ad}(Y)^k(X^{(n)}) \in \mathcal{H}_{\text{ker}k(m-1)}\), we see that
\[
\text{ad}(Y)^k(X^{(n)}) = 0 \mod F_{N+1},
\]
for \(k > \frac{N-n}{m-1}\). Therefore, for fixed index \(n\), the inner sum in (56) can be truncated at \(k = \left\lfloor \frac{N-n}{m-1} \right\rfloor\), which concludes the proof of (55).

**Computing normal forms.** Consider a vector field \(X\) having a singular point with semisimple linear part \(S\). Our goal is to bring \(X\) into the normal form to some prescribed order \(N\). Since \(S\) is semisimple we know that
\[
\mathcal{H}_m = \text{Ker} \text{ad}(S) + \text{Im} \text{ad}(S).
\]
Here \(\text{ad}(S) : \mathcal{H}_m \to \mathcal{H}_m\) is the restriction to \(\mathcal{H}_m\) of the adjoint action of the linear part \(S\) of \(X\). The linear operators \(G_m : \mathcal{H}_m \to \mathcal{H}_m\) and \(B_m : \mathcal{H}_m \to \mathcal{H}_m\) are the corresponding projections onto \(\text{Ker} \text{ad}(S)\) and \(\text{Im} \text{ad}(S)\), respectively. So, \(X^{(m)} = G_m(X^{(m)}) + B_m(X^{(m)})\), for \(X^{(m)} \in \mathcal{H}_m\).

**Lemma 12 (normal form lemma [32]).** Consider a vector field \(X = S + X^{(2)} + \cdots + X^{(m)} \mod F_{m+1}\), with \(X^{(n)} \in \mathcal{H}_n\). There is a transformation \(\Phi\) bringing the vector field \(X\) into the normal form
\[
\Phi_*(X) = S + G^{(2)} + \cdots + G^{(m)} \mod F_{m+1},
\]
for any \(m \geq 2\), where \(G^{(i)} \in \mathcal{H}_i\) belongs to \(\text{Ker} \text{ad}(S)\). Furthermore, \(G^{(i)}\) is of the form
\[
G^{(i)} = G_i(X^{(i)}) + \Gamma_i(S, X^{(2)}, \ldots, X^{(i-1)}),
\]
where \(\Gamma_i(S, X^{(2)}, \ldots, X^{(i-1)})\) is a polynomial in the coefficients of \(S, X^{(2)}, \ldots, X^{(i-1)}\).

The first part of the lemma is well known, cf [32]. The second part follows from a careful analysis of the normal form transformation, which we give now.

**Proof.** The normal form is determined in an iterative process, which successively brings the terms of order \(2, \ldots, N\) into the normal form. So assume that \(X\) has been brought into the form
\[
\tilde{X} = S + G^{(2)} + \cdots + G^{(m-1)} + \tilde{X}^{(m)} + \cdots + \tilde{X}^{(N)} \mod F_{N+1}, \tag{57}
\]
where the homogeneous parts of \(\tilde{X}\) satisfy the following conditions.

\(P_1(m)\): \(G^{(i)} \in \mathcal{H}_i\) belongs to \(\text{Ker} \text{ad}(S)\), for \(2 \leq i < m\), and is of the form
\[
G^{(i)} = G_i(X^{(i)}) + \Gamma_i(S, X^{(2)}, \ldots, X^{(i-1)}),
\]
where \(\Gamma_i\) depends polynomially on the coefficients of \(S, X^{(2)}, \ldots, X^{(i-1)}\).

\(P_2(m)\): \(\tilde{X}^{(i)} \in \mathcal{H}_i\) is of the form \(\tilde{X}^{(i)} = X^{(i)} + \Xi_i\), for \(m \leq i \leq N\), where \(\Xi_i\) depends polynomially on the coefficients of \(S, X^{(2)}, \ldots, X^{(i-1)}\).

Note that (57) is trivially true for \(m = 1\), since the linear part is already in the normal form. We determine a normal form transformation bringing the vector field into the form (57) with \(m\) replaced by \(m+1\), such that \(P_1(m+1)\) and \(P_2(m+1)\) hold for this incremented value of \(m\). By induction, this will prove the lemma.

The normal form transformation will be the time-1-map of a vector field \(Y \in \mathcal{H}_m\), to be determined in such a way that the term of order \(m\) of the transformed vector field is in the
normal form. Let \( Y_t, t \in \mathbb{R} \), be the one-parameter group generated by \( Y \) and let \( X^i = (Y)_i(\tilde{X}) \).

To determine the homogeneous components of \( X^i \), we apply lemma 11, replacing \( X \) with \( \tilde{X} \) and taking into account that \( \tilde{X}^{(1)} = S \) and \( \tilde{X}^{(i)} = G^{(i)} \), for \( 2 \leq i < m \). Splitting off the term for \( n = 1 \) in (55) we see that

\[
n^1 = \tilde{X} - \text{ad}(Y)(S) + \sum_{k=2}^{\infty} \frac{(-1)^k}{k!} \text{ad}(Y)^k(S)
\]

\[
+ \sum_{n=2}^{N} \sum_{k=1}^{\frac{n(n+1)}{2}} \frac{(-1)^k}{k!} \text{ad}(Y)^k(\tilde{X}^{(n)}) \mod F_{N+1}.
\]

(58)

Recall that \( \tilde{X}^{(m)} = G^{(m)} + B^{(m)} \), with \( G^{(m)} = G_m(\tilde{X}^{(m)}) \in \text{Ker ad}(S) \) and \( B^{(m)} = B_m(\tilde{X}^{(m)}) \in \text{Im ad}(S) \). Now there is a unique \( Y \in \text{Im ad}(S) \) satisfying the homological equation

\[
\text{ad}(S)(Y) = -B^{(m)}
\]

(59)

Since \( \tilde{X} - \text{ad}(Y)(S) = \tilde{X} + \text{ad}(S)(Y) = \tilde{X} - B^{(m)} = S + G^{(2)} + \cdots + G^{(m)} \mod F_{m+1}, \)

identities (58) and (59) imply that \( X^1 \) is in the normal form to order \( m \). To see this, observe that \( \text{ad}(Y)^k(\tilde{X}^{(n)}) \in \mathcal{H}_{n+1(m-1)} \). Therefore, both sums on the right-hand side of (58) consist of terms in \( F_{m+1} \). In other words,

\[
X^1 = S + G^{(2)} + \cdots + G^{(m-1)} + G^{(m)} \mod F_{m+1}.
\]

Observe that \( G^{(m)} = G_m(\tilde{X}^{(m)}) + \Gamma_m, \) where \( \Gamma_m = G_m(\Xi_m) \). Since \( \Xi_m \) is a polynomial in \( X^{(2)}, \ldots, X^{(m)} \), the same thing holds for \( \Gamma_m \). This proves \( P_2(m+1) \).

To prove \( P_2(m+1) \), observe that the solution \( Y \) of the homological equation (59) depends linearly on the coefficients of \( \tilde{X}^{(m)} \) and, hence, in view of \( P_2(m) \), polynomially on the coefficients of \( S, X^{(2)}, \ldots, X^{(m)} \). Therefore, each of the terms \( \text{ad}(Y)^k(\tilde{X}^{(n)}) \) in (58) depends polynomially on these coefficients. In other words, the homogeneous term of order \( n, m < n \leq N, \) of the transformed vector field \( X^1 \) is obtained by adding a finite number of polynomials in the coefficients of \( S, X^{(2)}, \ldots, X^{(m)} \) to \( \tilde{X}^{(n)} \). Together with \( P_2(m) \) this observation implies \( P_2(m+1) \) and, hence, completes the proof of the normal form lemma. \( \square \)

Appendix B.2. Normal form of periodic systems

The Lie algebra of planar periodic systems. When dealing with real \( 2\pi \)-periodic vector fields on \( \mathbb{R}^2 \) we identify \( \mathbb{R}^2 \) with \( \mathbb{C} \), by associating the point \( (x_1, x_2) \in \mathbb{R}^2 \) with \( x_1 + i x_2 \in \mathbb{C} \). The real \( 2\pi \)-periodic vector fields correspond to systems on \( \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \) of the form

\[
X = X_\mathbb{R} \frac{\partial}{\partial z} + X_\mathbb{R} \frac{\partial}{\partial \bar{z}} + X_\mathbb{S} \frac{\partial}{\partial t},
\]

(60)

where \( X_\mathbb{R} : \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \rightarrow \mathbb{C} \) and \( X_\mathbb{S} : \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \rightarrow \mathbb{C} \) are \( 2\pi \)-periodic functions, i.e. \( X_\mathbb{R}(z, t + 2\pi) = X_\mathbb{R}(z, t) \) and \( X_\mathbb{S}(z, t + 2\pi) = X_\mathbb{S}(z, t) \). Recalling that

\[
\frac{\partial}{\partial z} = \frac{1}{2} \left( \frac{\partial}{\partial x_1} - i \frac{\partial}{\partial x_2} \right) \quad \text{and} \quad \frac{\partial}{\partial \bar{z}} = \frac{1}{2} \left( \frac{\partial}{\partial x_1} + i \frac{\partial}{\partial x_2} \right),
\]

we see that the real vector field \( X \), defined on \( \mathbb{R}^2 \times (\mathbb{R}/2\pi \mathbb{Z}) \) by

\[
X = Y_1 \frac{\partial}{\partial x_1} + Y_2 \frac{\partial}{\partial x_2} + Y_3 \frac{\partial}{\partial t},
\]

...
corresponds to the vector field

\[ X = Y \frac{\partial}{\partial z} + \bar{Y} \frac{\partial}{\partial \bar{z}} + Y_3 \frac{\partial}{\partial t}, \]

on \( \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \), where \( Y = Y_1 + iY_2 \). These vector fields form a Lie subalgebra of the algebra of vector fields on \( \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \). This is justified by the fact that the Lie bracket of two real 2\(\pi\)-periodic vector fields \( X \) and \( Y \) on \( \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \) is given by

\[ [X, Y] = \langle X, Y \rangle \frac{\partial}{\partial z} + \langle X, Y \rangle R \frac{\partial}{\partial \bar{z}} + \langle X, Y \rangle S \frac{\partial}{\partial t}, \]

(61)

where the \( \mathbb{R} \)-bilinear antisymmetric forms \( \langle \cdot, \cdot \rangle R \) and \( \langle \cdot, \cdot \rangle S \) are defined by

\[ \langle X, Y \rangle R = X(Y) - Y(X) \]

and

\[ \langle X, Y \rangle S = X(Y) - Y(X). \]

(62)

The proof consists of a straightforward computation. Therefore, we omit the details.

The adjoint action in a periodic context. Let \( \mathcal{H}_m, m \geq 1 \), be the space of real vector fields on \( \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \) with vanishing \( \frac{\partial}{\partial t} \)-component, cf. (60), whose real components \( X_R(z, t) \) are homogeneous polynomials of degree \( m \) in \((z, \bar{z})\) with \( 2\pi \)-periodic coefficients. In other words,

\[ X_R(z, t) = \sum_{k=0}^{m} f_k(t) \bar{z}^{m-k}, \]

(63)

where \( f_k \) is \( 2\pi \)-periodic. The Fourier coefficients of a \( 2\pi \)-periodic function \( f \) are denoted by \( c_n(f) \), i.e. for \( n \in \mathbb{Z} \):

\[ c_n(f) = \frac{1}{2\pi} \int_0^{2\pi} e^{-ins} f(s) \, ds. \]

To extend the context of Hopf bifurcations we consider \( 2\pi \)-periodic systems with the linear part of the form

\[ S = i\omega \left( z \frac{\partial}{\partial z} - \bar{z} \frac{\partial}{\partial \bar{z}} \right) + \frac{\partial}{\partial t}, \]

(64)

where \( \omega \) is a real number. The following result describes the action of \( \text{ad}(S) \) on the space of \( 2\pi \)-periodic vector fields.

Lemma 13 (adjoint action \( \text{ad}(S) \)). The operator \( \text{ad}(S) \), associated with (64), leaves the subspace of vector fields with zero \( \frac{\partial}{\partial t} \)-component invariant. The restriction of this operator to \( \mathcal{H}_m \) is semisimple, i.e. for \( m \geq 2 \) there is a decomposition

\[ \mathcal{H}_m = \text{Ker} \text{ad}(S) + \text{Im} \text{ad}(S). \]

(65)

If \( G_m : \mathcal{H}_m \to \mathcal{H}_m \) is the corresponding projection operator onto \( \text{Ker} \text{ad}(S) \), then, for a vector field \( X \) with \( X_R \) of the form (63), the image \( G_m(X) \) has a \( \frac{\partial}{\partial t} \)-component of the form

\[ G_m(X)_R = \sum_k c_{(m+1-2k)\omega}(f_k) e^{i(2k-m-1)\omega t} z^{m-k}, \]

(66)

where \( k \) ranges over the index set \( \{k \mid 0 \leq k \leq m \text{ and } (2k - m - 1) \omega \in \mathbb{Z}\} \).

Proof. If \( X_S = 0 \), then (62) implies \( (S, X)_S = 0 \), so \( \text{ad}(S) \) leaves the subspace of vector fields with a zero \( \frac{\partial}{\partial t} \)-component invariant. Furthermore, a straightforward computation shows

\[ \text{ad}(S)X_R = \sum_{k=0}^{m} (i\omega(2k - m - 1) f_k(t) + f'_k(t)) \bar{z}^{m-k}. \]
where \( \omega(\xi) \), so \( \text{ad}(S) \) is semisimple. Therefore, \( \text{ad}(S)X = 0 \) iff \( i\omega(2k - m - 1) f_k(t) + f'_k(t) = 0 \), for \( 0 \leq k \leq m \). If \( \omega(2k - m - 1) \not\in \mathbb{Z} \), the only 2\( \pi \)-periodic solution is \( f_k = 0 \). If \( \omega(2k - m - 1) \in \mathbb{Z} \), then any 2\( \pi \)-periodic solution is of the form \( f_k(t) = f_k(0) e^{i\omega(m+1-2k)t} \). Therefore, the kernel of \( \text{ad}(S) \) consists of all vector fields \( X \) with the real part \( X_{\mathbb{R}} \) belonging to the space 
\[
\text{Span} \{ z^{|z|^2} \mid 0 \leq k \leq m \text{ and } (2k - m - 1) \omega \in \mathbb{Z} \}.
\]

Let \( G_m : \mathcal{H}_m \to \mathcal{H}_m \) be the projection of \( X \) onto \( \text{Ker} \text{ad}(S) \), defined by (66). A straightforward computation shows that \( X - G_m(X) \in \text{Ker} \text{ad}(S) \). Therefore, \( G_m \) gives rise to the splitting (65), so \( \text{ad}(S) \) is semisimple. 

Remark. In our study of Hopf–Ne˘ımark–Sacker bifurcations, we will focus on periodic vector fields with \( \omega = \frac{p}{q} \). Using (66) we see that in this case the term without rotational symmetry of lowest order is of degree \( q-1 \) in \( z, \bar{z} \). More precisely, Table 1 presents the kernel of \( \text{ad}(S) \) and the corresponding projection (66) for \( m < q \). This result will be used in the next section to derive the normal form to order \( q \). Note that in [15] we obtained normal forms for periodic systems by averaging over time. The two approaches are closely related, as explained in [3].

### Appendix B.3. Normal form to order \( q \): proof of theorem 1

The normal form for parametrized planar periodic systems of the form (39) can be determined using the methods of section B.1. More precisely, we consider a parametrized 2\( \pi \)-periodic system \( X \) with \( X_{\mathbb{R}} \) of the form 
\[
X_{\mathbb{R}}(z, t, \mu) = \left( i\omega(\mu) + a(\mu) \right) z + h(z, \mu) + \varepsilon H(z, t, \mu),
\]

where \( \mu \in \mathbb{R}^k \) and \( \varepsilon \) is a small real parameter, such that, for \( \mu_0 \in \mathbb{R}^k \),
1. \( a(\mu) \in \mathbb{R} \) and \( \omega(\mu) \in \mathbb{R} \) satisfy \( a(\mu_0) = 0 \) and \( \omega_{\mathcal{H}} := \omega(\mu_0) = \frac{p}{q} \), with \( p \) and \( q \) relatively prime;
2. \( h \) and \( H \) contain no terms independent of \( z \) and \( \bar{z} \) (i.e. \( h(0, \mu) = 0 \) and \( H(0, t, \mu) = 0 \));
3. \( h \) does not contain terms that are linear in \( z \) and \( \bar{z} \).

**Lemma 14 (normal form to order \( q \)).** The parametrized system (67), satisfying properties 1, 2 and 3, has the normal form 
\[
\dot{z} = i\omega_{\mathcal{H}} z + \left( a(\mu, \varepsilon) + i\delta(\mu, \varepsilon) \right) z + z F(|z|^2, \mu, \varepsilon) + \varepsilon \gamma(\mu, \varepsilon) \bar{z}^{q-1} + O(|z|^q),
\]
uniformly in \( (\varepsilon, \mu) \), where the \( O(|z|^q) \) terms are 2\( \pi \)-periodic in \( t \). Here \( F(|z|^2, \mu, \varepsilon) \) is a complex polynomial of degree at most \( q-2 \) with \( F(0, \mu, \varepsilon) = 0 \). Furthermore,
- \( a \) and \( \delta \) are real-valued functions such that \( a(\mu, 0) = a(\mu) \) and \( \delta(\mu, 0) = \omega(\mu) - \omega(\mu_0) \).
- In particular, \( a \) and \( \delta \) vanish at \( (\mu, 0) \).
\[ \gamma(\mu, \epsilon) \in \mathbb{C}, \text{ and} \]
\[ \gamma(\mu_0, 0) = d + \Psi_h, \]
where \( d \) is the coefficient of the term \( \epsilon \bar{z}^{q-1} e^{pt} \) in the Taylor–Fourier expansion of \( H(z, t, \mu_0) \) at \( z = 0 \) and \( \Psi_h \) is a polynomial in the coefficients of the \((q-1)st\) Taylor polynomial of \( h(\cdot, \mu_0) \) in \( z, \bar{z} \) at \( z = 0 \).

**Proof.** To separate the contribution of \( h \) and \( H \) to the normal form and to the normal form transformation, we regard the normal form procedure as consisting of two successive steps.

**Step 1.** Determine the normal form to order \( q \) of the unperturbed system, i.e. of system (67) with \( \epsilon = 0 \), and apply the corresponding normal form transformation to the complete (perturbed) system (67). Since the unperturbed system is time independent, it follows from lemma 13 that this first step yields an intermediate vector field of the form
\[ \dot{z} = (i\omega(\mu) + a(\mu)) z + \bar{z} \tilde{h}(|z|^2, \mu) + O(|z|^q), \]
(69)
uniformly in \( \mu \), where \( \tilde{h}(|z|^2, \mu) \) is a time-independent polynomial of degree less than \( q \) in \( z \) and \( \bar{z} \). Indeed, the normal form terms of degree \( m \) belong to the kernel of \( \text{ad}(S) : \mathcal{H}_m \to \mathcal{H}_m \), cf lemma 12. According to lemma 13, the time independent terms in this kernel are 0, if \( m \) is odd, and multiples of the vector field \( Y \) with \( Y R = z |z|^2 k, \) if \( m = 2k + 1 \). This proves (69).

**Step 2.** Applying the normal form procedure of step 1 to the full system (67) yields a system of the form
\[ \dot{z} = (i\omega(\mu) + a(\mu)) z + \bar{z} \tilde{h}(|z|^2, \mu) + \epsilon \tilde{H}(z, t, \mu) + O(|z|^q), \]
(70)
uniformly in \( (t, \mu, \epsilon) \). Since \( \omega(\mu_0) = \frac{p}{q} \), we apply the normal form procedure presented in section B.1, where the linear part is given by
\[ S = i\omega_N \left( z \frac{\partial}{\partial z} - \bar{z} \frac{\partial}{\partial \bar{z}} \right) + \frac{\partial}{\partial t}, \]
with \( \omega_N = \omega(\mu_0) = \frac{p}{q} \). For \( 2 \leq m \leq q - 1 \), the kernel of \( \text{ad}(S) : \mathcal{H}_m \to \mathcal{H}_m \) is given in table 1. Therefore, the normal form of \( X \) is of the form (68). Since this normal form coincides with (69) for \( \epsilon = 0 \), it follows that \( \delta(\mu, 0) = \omega(\mu) - \omega_N \) and \( a(\mu, 0) = a(\mu) \).

To prove that \( \gamma(\mu_0, 0) = d + \Psi_h \), we consider the system, given by (70) for \( \mu = \mu_0 \), and derive its normal form. Then \( \gamma(\mu_0, 0) \) is the coefficient of the term \( \epsilon \bar{z}^{q-1} e^{pt} \) in this normal form.

For \( \mu = \mu_0 \) system (69) has the rotationally symmetric form
\[ X_0 = S + \sum_{n=2}^{q-1} G_0^{(n)} + O(|z|^q), \]
where
\[ G_0^{(n)} = \begin{cases} 0, & \text{if } n \text{ is even}, \\ a_k z^{k+1} \bar{z}^k, & \text{if } n = 2k + 1. \end{cases} \]
(71)
Here the complex number \( a_k \) is a constant. Let \( X \) be system (70) for \( \mu = \mu_0 \), then \( X \) is of the form
\[ X = X_0 + \epsilon \sum_{n=1}^{q-1} X^{(n)} + O(|z|^q + \epsilon^2), \]
uniformly in \( t \). Here \( X^{(n)} \) is homogeneous of degree \( n \) in \( z, \bar{z} \) and \( 2\pi \)-periodic in \( t \), but independent of the parameters \( \mu \) and \( \epsilon \). Since the normal form transformation of step 1 is a
near identity transformation of the form $z \mapsto z + O(|z|^2)$, where the higher order terms depend polynomially on the coefficients of the $(q-1)$-jet of $h$ at $z = 0$, it follows that the coefficient of $\varepsilon \sum_{k=1}^{q} \varepsilon \eta^k$ in $X$ is of the form $d + \Psi_h$, with $d$ and $\Psi_h$ as in the statement of the lemma. We shall prove that further normal form transformations leave this coefficient invariant.

Again we derive the normal form of $X$ inductively with respect to the degree of the terms in $z, \bar{z}$. To this end we introduce the following predicate, for $0 \leq m \leq q$:

$$P(m): \text{there is a transformation } \Phi_m \text{ on } \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}) \text{ bringing } X \text{ into the form}$$

$$\Phi_m(X) = X_0 + \varepsilon \sum_{n=1}^{m-1} G_1^{(n)} + \varepsilon \sum_{n=m}^{q-1} \tilde{X}^{(n)} + O(|z|^q + \varepsilon^2), \quad (72)$$

where $G_1^{(n)}$ belongs to the kernel of $\text{ad}(S): \mathcal{H}_n \to \mathcal{H}_n$. Furthermore, the coefficients of $\varepsilon \sum_{k=1}^{q} \varepsilon \eta^k$ in $X$ and in $(\Phi_m)_*(X)$ are equal.

To see that $P(q)$ implies the statement of the lemma, recall that the kernel of $\text{ad}(S)$ is given by table 1. Therefore, the $\bar{z}$-component of $(\Phi_q)_*(X)$ is of the form

$$\bar{z} = i\omega_y z + \sum_{k \geq 1, 2k + 2 \leq q} (a_k + \varepsilon b_k) z |z|^{2k} + \varepsilon (d + \Psi_h) \sum_{k=1}^{q} \varepsilon \eta^k + O(|z|^q + \varepsilon^2),$$

which implies the statement of the lemma.

We now prove inductively that $P(m)$ holds. Taking $\Phi_0$ equal to the identity map we see that $P(0)$ holds. So assume $P(m)$ holds, for $0 \leq m < q$. Denote $(\Phi_m)_*(X)$ by $\tilde{X}$. As in the proof of lemma 12, we find the transformation bringing $\tilde{X}$ into the form $(72)$, with $m$ replaced with $m + 1$, by solving the homological equation

$$\text{ad}(S)(Y) = -\varepsilon B^{(m)}(Y), \quad (73)$$

where the right-hand side is the component of $\varepsilon \tilde{X}^{(m)}$ in the image of $\text{ad}(S)$, up to sign, i.e. $\tilde{X}^{(m)} = G_1^{(m)} + B^{(m)}$. Then the degree $m$ term of $(Y_1)_*(X)$ is equal to $G_0^{(m)} + \varepsilon G_1^{(m)}$, which is in the normal form.

The terms in the transformed vector field $(Y_1)_*(X)$ of order greater than $m$ are determined using the Lie series expansion (55). Since $(73)$ implies $Y = O(\varepsilon)$, it follows that $\text{ad}(Y)(\tilde{X}^{(m)}) = O(\varepsilon^k)$. Similarly, $\text{ad}(Y)(\varepsilon G_1^{(m)}) = O(\varepsilon^2)$, for $1 \leq n < m$, and $\text{ad}(Y)(\varepsilon \tilde{X}^{(n)}) = O(\varepsilon^2)$, for $m \leq n < q$. Putting $Y = \varepsilon \tilde{Y}$, we see that the transformed vector field is of the form

$$(Y_1)_*(\tilde{X}) = \tilde{X} - \text{ad}(Y)(S) + \varepsilon \sum_{n=2}^{q-1} \text{ad}(\tilde{Y})(G_0^{(n)})$$

$$= X_0 + \varepsilon \sum_{n=1}^{m-1} G_1^{(n)} + \varepsilon (\tilde{X}^{(m)} + \text{ad}(\tilde{Y})(S))$$

$$+ \varepsilon \left( \sum_{n=m+1}^{q-1} \tilde{X}^{(n)} + \sum_{n=2}^{q-1} \text{ad}(\tilde{Y})(G_0^{(n)}) \right) + O(|z|^q + \varepsilon^2)$$

$$= X_0 + \varepsilon \sum_{n=1}^{m} G_1^{(n)} + \varepsilon \sum_{n=m+1}^{q-1} \tilde{X}^{(n)} + O(|z|^q + \varepsilon^2),$$

where

$$\tilde{X}^{(n)} = \tilde{X}^{(n)} + \text{ad}(\tilde{Y})(G_0^{(n-m+1)}). \quad (74)$$
Taking $\Phi_{m+1} = Y_1 \circ \Phi_m$ we see that the first part of $P(m)$ holds. To prove that the coefficients of $\varepsilon \bar{\pi}^{-1} \varepsilon^{ip\mu t}$ in $(Y_1)_* (X)$ and in $X$ are equal, we consider two cases.

**Case 1.** $m < q - 1$. Identity (74) implies that $\bar{z}^{(q-1)} = \bar{X}^{(q-1)} + \text{ad}(\tilde{Y})(G^{(q-m)}_0)$. The normal form term is zero if $q - m$ is even, otherwise it contains a factor $z^2$, since $q - m \geq 3$, cf (71). In the latter case $\text{ad}(\tilde{Y})(G^{(q-m)}_0)$ contains a factor $z$, so the coefficients of $\bar{\pi}^{-1} e^{ip\mu t}$ in $\bar{X}^{(q-1)}$ and $\bar{X}^{(q-1)}$ are equal. Therefore, the transformation $Y_1$ leaves the coefficient of $\varepsilon \bar{\pi}^{-1} e^{ip\mu t}$ invariant.

**Case 2.** $m = q - 1$. Now the coefficient of $\varepsilon \bar{\pi}^{-1} e^{ip\mu t}$ in $(Y_1)_* (X)$ is equal to the coefficient of $\bar{\pi}^{-1} e^{ip\mu t}$ in $G^{(q-1)}$. Now $G^{(q-1)} = G^{q-1} (X^{(q-1)})$, so in view of table 1 the coefficient of $\bar{\pi}^{-1} e^{ip\mu t}$ in $G^{(q-1)}$ is equal to the coefficient of $\bar{\pi}^{-1} e^{ip\mu t}$ in $G^{(q-1)}$ in $\bar{X}^{(q-1)}$. According to the induction hypothesis $P(q - 1)$, the latter coefficient is equal to the coefficient of $\varepsilon \bar{\pi}^{-1} e^{ip\mu t}$ in $X$. This concludes the proof of lemma 14.

**Remarks.**
1. It is not hard to prove that $\Psi_h$ is a non-constant polynomial, which is identically 0 if $h$ is rotationally symmetric.
2. Note that the hyperplane $\varepsilon = 0$ is mapped onto the hyperplane $\bar{\varepsilon} = 0$ in $(\mu, \bar{\varepsilon})$-space. Furthermore, if $\mu_0 = (\mu_0^1, \ldots, \mu_0^n)$, then the bifurcation point $(\mu, \varepsilon) = (\mu_0, 0)$ corresponds to $(\bar{\mu}, \bar{\varepsilon}) = (0, 0, \mu_0^1, \ldots, \mu_0^n, 0)$.
3. We continue our study of the birth or death of subharmonics of order $q$ by analysing the normal form (18) further. In the following we will drop the tildes from our notation.

**Appendix C. Geometry of resonance tongues: proof of theorem 2**

Existence of $2\pi q$-periodic orbits: the Van der Pol transformation. Subharmonics of order $q$ of the $2\pi$-periodic forced oscillator (19) correspond to $q$-periodic orbits of the Poincaré time $2\pi$-map $P : \mathbb{C} \rightarrow \mathbb{C}$. These periodic orbits of the Poincaré map are brought into one–one correspondence with the zeros of a vector field on a $q$-sheeted cover of the phase space $\mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z})$ via the Van der Pol transformation, cf [15, 24]. This transformation corresponds to a $q$-sheeted covering

$$
\Pi : \mathbb{C} \times \mathbb{R}/(2\pi q \mathbb{Z}) \rightarrow \mathbb{C} \times \mathbb{R}/(2\pi \mathbb{Z}),
$$

$$(z, t) \mapsto (ze^{ip\mu t/q}, \text{mod } 2\pi \mathbb{Z}) \quad (75)$$

with cyclic Deck group of order $q$ generated by

$$(z, t) \mapsto (ze^{2\pi ip\mu t/q}, t - 2\pi).$$

The Van der Pol transformation $\zeta = ze^{-i\omega_{\mu t}}$ lifts the forced oscillator (67) to the system

$$
\dot{\zeta} = (\alpha + i\delta) \zeta + \zeta h(\zeta e^{i\omega_{\mu t}}, \mu) + \varepsilon H(\zeta e^{i\omega_{\mu t}}, t, \mu) \quad (76)
$$

on the covering space $\mathbb{C} \times \mathbb{R}/(2\pi q \mathbb{Z})$. The latter system is $\mathbb{Z}_q$-equivariant. A straightforward application of (76) to the normal form (18) yields the following normal form for the lifted forced oscillator.

**Lemma 15 (equivariant normal form of order $q$).** On the covering space, the lifted forced oscillator has the $\mathbb{Z}_q$-equivariant normal form:

$$
\dot{\zeta} = (\alpha + i\delta) \zeta + \zeta F(|\zeta|^2, \mu, \varepsilon) + \varepsilon \bar{\pi}^{-1} + O(|\zeta|^4), \quad (77)
$$

where the $O(|\zeta|^4)$ terms are $2\pi q$-periodic.
Resonance tongues for families of forced oscillators. Bifurcations of $q$-periodic orbits of the Poincaré map $P$ on the base space correspond to bifurcations of fixed points of the Poincaré map $\tilde{P}$ on the $q$-sheeted covering space introduced in connection with the Van der Pol transformation (75). Denoting the normal form system (68) on the base space by $N$ and the normal form system (77) of the lifted forced oscillator by $\tilde{N}$, we see that
\[
\Pi_\ast \tilde{N} = N.
\]
The Poincaré mapping $\tilde{P}$ of the normal form on the covering space now is the $2\pi q$-period mapping $\tilde{P} = \tilde{N}^{2\pi} + O(|z|^q)$, where $\tilde{N}^{2\pi}$ denotes the $2\pi q$-map of the (planar) vector field $\tilde{N}$. Following the corollary to the normal form theorem of [15, p 12], we conclude for the original Poincaré map $P$ of the vector field $X$ on the base space that
\[
P = R_{2\pi w_N} \circ \tilde{N}^{2\pi} + O(|z|^q),
\]
where $R_{2\pi w_N}$ is the rotation over $2\pi \omega_N = 2\pi p/q$, which precisely is the Takens normal form [33] of $P$ at $(z, \mu) = (0, 0)$.

Our interest is in the $q$-periodic points of $P_\mu$, which correspond to the fixed points of $\tilde{P}_\mu$. From now on we assume that our parameter space is three-dimensional and that $\mu = (\alpha, \delta, \epsilon)$. Lemma 15 implies that the fixed point set of $\tilde{P}_\mu$ and the boundary thereof in the parameter space is approximately described by the discriminant set of
\[
(a + i\delta)\xi + \xi F(|\xi|^2, \mu) + \epsilon \xi^{q-1},
\]
which is the truncated right-hand side of (77). This gives rise to the bifurcation equation that determines the boundaries of the resonance tongues. The following theorem implies that, under the conditions that $F_u(0, 0) \neq 0$, the order of tangency at the tongue tips is generic.

**Lemma 16 (bifurcation equations modulo contact equivalence).** Assume that $F_u(0, 0) \neq 0$. Then the polynomial (78) is $\mathbb{Z}_q$-equivariantly contact equivalent with the polynomial
\[
G(\xi, \mu) = (a + i\delta + |\xi|^2)\xi + \epsilon \xi^{q-1}.
\]
The discriminant set of the polynomial $G(\xi, \mu)$ is of the form
\[
\delta = \pm \epsilon (-a)^{(q-2)/2} + O(\epsilon^2).
\]
For a definition and similar use of contact equivalence we refer to [5]. Here it is sufficient to keep in mind that contact equivalent families have diffeomorphic (parametrized) zero sets and diffeomorphic bifurcation sets. Therefore, theorem 2 follows from lemma 16.

**Proof.** Polynomial (79) is a universal unfolding of the germ $|\xi|^2 \xi + \epsilon \xi^{q-1}$ under $\mathbb{Z}_q$ contact equivalence. See [5] for a detailed computation. The tongue boundaries of a $p : q$ resonance are given by the bifurcation equations
\[
G(\xi, \mu) = 0,
\]
\[
\det(dG)(\xi, \mu) = 0.
\]
As in [5, theorem 3.1] we put $u = |\xi|^2$ and $b(u, \mu) = a + i\delta + u$. Then $G(\xi, \mu) = b(u, \mu)\xi + \epsilon \xi^{q-1}$. According to (the proof of) [5, theorem 3.1], the system of bifurcation
equations is equivalent to
\[ |b|^2 = \varepsilon^2 u^{q-2}, \]
\[ b\bar{b} + \bar{b}b' = (q-2)\varepsilon^2 u^{q-3}, \]
where \( b' = \frac{\partial b}{\partial u} (u, \mu) \). A short computation reduces the latter system to the equivalent
\[ (a + u)^2 + b^2 = \varepsilon^2 u^{q-2}, \]
\[ a + u = \frac{1}{2} (q-2)\varepsilon^2 u^{q-3}. \]
Eliminating \( u \) from this system of equations yields expression (80) for the tongue boundaries.

The discriminant set of the equivariant polynomial (79) forms the boundary of the resonance tongues. Also see figure 3. This concludes the proof of theorem 2.

Appendix D. The non-symmetric term of order \( q \): proof of theorem 3

We now prove theorem 3 by deriving a precise expression for the coefficient \( \gamma(\nu_0, 0) \) of \( \varepsilon \bar{z}^{q-1} e^{ipt} \) in the normal form (18) for \( \varepsilon = 0 \). According to lemma 14, this coefficient is of the form
\[ \gamma(\mu_0, 0) = d + \Psi_h, \]
where \( d \) is the coefficient of the term \( \bar{z}^{q-1} e^{ipt} \) in the Taylor–Fourier expansion of \( H(z, t, 0, \mu_0) \) at \( z = 0 \) and \( \Psi_h \) is a polynomial in the coefficients of the \( (q-1) \)-jet of \( h(\cdot, \mu_0) \) in \( z, \bar{z} \) at \( z = 0 \).

Claim 1. \( d \) is equal to the right-hand side of (23).

To prove this claim, we apply lemma 10 to conclude that the coefficient of \( \bar{z}^{q-1} e^{ipt} \) in the Taylor–Fourier expansion of \( H(z, t, 0, \mu_0) \) is of the form
\[ d = c_1(f) C_1(P) + c_2(f) C_2(P) + C(P), \]
with

- \( c_1(f) \) is the coefficient of \( \bar{z}^{q-1} \) in the Taylor expansion of \( h(z, \mu_0) \) and \( c_2(f) \) is the coefficient of \( \bar{z}^{q-1} \) in the Taylor expansion of \( h(z, \mu_0) \). In view of (51) and (52) these coefficients depend linearly on \( f \) and can be computed explicitly. Moreover, if \( f \) is a polynomial of degree less than \( q \), we have \( c_1(f) = c_2(f) = 0 \).
- \( C_1(P) \) is the coefficient of \( e^{ipt} \) in the Fourier expansion of \( -\varphi_0(t, \mu_0) \) and \( C_2(P) \) is the coefficient of \( e^{ipt} \) in the Fourier expansion of \( -\varphi_0(t, \mu_0) \). In view of (45) and (50), these coefficients depend linearly on \( P \), and can be computed explicitly.
- \( C(P) \) is the coefficient of \( \bar{z}^{q-1} e^{ipt} \) in the Taylor–Fourier expansion of \( K(z, t, \mu_0) \). According to (9), this coefficient is given by (24) and depends linearly on \( P \).

Moreover, the functional \( C \) is non zero and independent of \( C_1 \) and \( C_2 \). Therefore, for fixed \( f \) the coefficient \( d \) is non zero for generic \( P \).
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