Comparison of color representations for content-based image retrieval in dermatology

Hedde H. W. J. Bosman¹, Nicolai Petkov¹ and Marcel F. Jonkman²

¹Institute of Mathematics and Computing Science, University of Groningen, Groningen, The Netherlands and ²Department of Dermatology, Center for Blistering Diseases, University Medical Center Groningen, University of Groningen, Groningen, The Netherlands

Background/purpose: We compare the effectiveness of 10 different color representations in a content-based image retrieval task for dermatology.

Methods: As features, we use the average colors of healthy and lesion skin in an image. The extracted features are used to retrieve similar images from a database using a k-nearest-neighbor search and Euclidean distance. The images in the database are divided into four different color categories. We measure the effectiveness of retrieval by the average percentage of retrieved images that belong to the same category as a query image.

Results: We found that the difference of the colors of lesion and healthy skin is a better color descriptor than the pair of these colors. We obtained the best results with the CIE-Lab color representation [75 ± 3.8% (95% confidence interval) correct retrieval rate for k = 11], followed by CIE-Luv and CIE-Lch.

Conclusion: CIE-Lab is the most effective color space for content-based image retrieval of dermatological images. The difference of the colors of lesion and healthy skin in an image is a better color descriptor than the pair of these colors.
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Dermatology has benefited from the use of computers in the last decades. Computers aid specialists in the diagnosis by presenting different views on data, but they can also be used to form a diagnosis automatically, based on stored data or learned case samples.

We are developing an interactive diagnosis support system for dermatology; content-based image retrieval (CBIR) is one of the facilities offered. In this mode, the user submits a query image (e.g. from the skin of a new patient) and the system returns a set of similar images. In this paper, we address the problem of how color can be used and, more specifically, which color representation is most effective.

The color representation most commonly used in computers and other electronic systems is RGB. There exist other color spaces that can be more effective in the context of reaching a specific goal, such as closeness to human perception (e.g. CIE-Lab), adequate representation of an artist’s color palette (HSV) or efficient encoding (YCrCb). The color of skin has been an important parameter in medical diagnosis for a long time. With the introduction of electronic devices for objective measurements, color representation is one aspect to deal with. For example, chroma meters used to determine illness severity in high-risk newborns represent color in CIE-Lab (1). Colorimeters use the CIE-XYZ color space. A digital camera can be calibrated to give the same response (within 3%) as a colorimeter (2).

Color is one of the features used to classify pigmented lesions with computers using the ABCD (asymmetry–border–color–diameter) or a similar (e.g. the seven-point) method (3–5). Color features are usually represented in the CIE-Lab or RGB representation (6, 7).

Cheng et al. (7) devised a heuristic method to create relative color images. Their method is designed to compensate for variations caused by light, photography/printing or a digitization process and to equalize variations in normal skin color between individuals as this is done in the human visual system (8).
In the field of face recognition, different skin color models and different color space models are used to represent skin color features that are less subjective to light and camera conditions. Surveys on color spaces and their uses can be found in Terrillon and Akamatsu (9) and Vezhnevets et al. (10). The former reference points out that normalized color spaces perform better (TSL gives a correct skin detection rate of 90.8%, while HSV yields 55.7% and CIE-Lab only yields 38.4%), and the latter reference concludes that the classification performance depends on the color space in conjunction with a classifier (e.g. Bayes SPM in RGB yields 90% true positive skin detection, while using the maximum entropy model in RGB yields only 80%).

According to Takiwaki (11), CIE-Lab is an appropriate color representation for dermatology, due to the relation of the L and b components to melanin, and of the a component to hemoglobin. However, Shin et al. (12) question the use of a color space transform as their findings show that separability of skin and non-skin pixels is the highest in RGB.

In this paper, we study different color representations regarding their use for CBIR of dermatological images. Content-based image retrieval has received considerable attention in the past decade (13–16). Next to texture and context features, color features are used to find images in a data set that are similar to a given query image. Most frequently, a color histogram of an image or a part of an image is used. This generic approach is less suited to a specific application like the one considered in this paper. This paper focuses on finding a color space that is most effective for CBIR of dermatological images and is organized as follows: In the next section, we present the method we use to compare color representations. We present our results in the penultimate section and draw conclusions in the last section.

**Methods**

**Data set**

We used a subset of the image database of the Department of Dermatology of the University of Groningen. This database contains 47,621 images of 11,361 patient sessions, taken under controlled illumination conditions. The subset we used contains 211 images that are manually annotated by a dermatologist to fall into one of four classes that we call for brevity red, blue, brown and white, referring to the relative tint of lesions that appear reddish, blue, brownish or hypopigmented, respectively, on the background of the surrounding healthy skin; see Fig. 1.

**Feature extraction**

For each image, a region of a lesion and another region of healthy skin are manually cropped (Fig. 2), and the average color is determined for each of them. This results in six numbers (three color components for each of the two mentioned regions) that are used as color descriptors. Each image is thus represented as a six-dimensional (6D) feature vector \( c = (c_1, \ldots, c_6) \). Alternatively, we represent an image by a 3D feature vector \( c' = (c'_1, c'_2, c'_3) \) that is defined as the difference of the two average colors mentioned above.

**Dissimilarity**

We define the color pair dissimilarity of two images represented by two (3D or 6D) feature vectors \( x \) and \( y \) as the Euclidean distance between \( x \) and \( y \).

**Retrieval test**

For each image of the data set, we determine its \( k \) nearest neighbors using one of the representations described above. We define the correct
retrieval rate as the percentage of nearest neighbors that belong to the same category as the query image. This rate varies from image to image and below, we report on the average retrieval rate across all images from the data set.

**Color spaces**
A list of the color spaces that we studied is included in Fig. 3. These color spaces were of interest for the following reasons: RGB – for its widespread use; normalized RGB (nRGB) – for its invariance (under certain assumptions) to changes of surface orientation to the light source (17); HSV and HSL – for their invariance to high intensity at white lights, ambient light and surface orientations relative to the light source (18, 19); TSL – for its successful application in skin detection (9); CIE-XYZ – for being the basis of CIE-Lab and CIE-Luv; CIE-Lab – for its perceptual relevance and relation to melanin and hemoglobin (11); CIE-Luv and CIE-Lch – also for their perceptual relevance; and YCrCb – for its transformation simplicity and explicit separation of luminance and chrominance components (20, 21), and also for being one of the most popular choices for skin detection (22).

**Results**
The retrieval rate results that we obtained for different color spaces are displayed in Fig. 3 both for the 6D color pair and for 3D color difference representations. In most cases (except HSL and HSV), the 3D color difference representation performs better than the 6D color pair representation. The best results (specified as 95% confidence intervals) are obtained with the CIE-Lab (75 ± 3.8%), CIE-Luv (72 ± 3.9%) and CIE-Lch (71 ± 3.8%) color spaces, followed by nRGB (70 ± 4.0%), YCrCb (68 ± 4.0%) and RGB (67 ± 4%), while HSL (39 ± 3.1%) and HSV (40 ± 3.3%) perform the worst.

![Fig. 2. Manually cropping regions of healthy and lesion skin.](image)

![Fig. 3. Retrieval rate for different color representations, obtained for k = 11 nearest neighbors. The whiskers specify the 95% confidence intervals.](image)

![Fig. 4. Retrieval results per class for some color representations (k = 11). The whiskers specify the 95% confidence intervals.](image)

![Fig. 5. Correct retrieval rate as a function of k for some color spaces.](image)
Figure 4 shows that the correct retrieval rate differs per class: it is the highest for images from the white class (of hypopigmented lesions) in all color spaces (97% in CIE-Lab), except for HSV and HSL. Images from the blue and brown classes are correctly retrieved at rates of 46% and 57%, respectively, while images from the red class are retrieved correctly in 83% of the cases with CIE-Lab. In most color spaces, blue is the class for which the lowest retrieval rate is achieved.

Figure 5 shows the correct retrieval rate as a function of the number \( k \) of nearest neighbors used. For any color space, the correct retrieval rate is the highest for a single nearest-neighbor search \( (k = 1) \) and decreases with \( k \). This means that there are images that are near the class boundaries. The value of \( k \) that should be used in practice depends on the specific needs of the user: while small values of \( k \) may be beneficial for direct classification based on color similarity, large values will be preferred for visual comparison and subsequent manual selection or automatic selection using additional features.

Figure 6 illustrates the way a CBIR system is used and the concept of the correct retrieval rate. The first column shows a query image, which is followed in the same row by \( k = 11 \) most similar images (regarding color) in the data set.

**Conclusion**

In this paper, we have attempted to find the best representation of color descriptors of dermatological images for a CBIR system. Our experiments show that there are considerable differences in the retrieval results that can be achieved using different color representations. The 3D vector representation of an image by the difference in the average color of healthy and lesion skin yields better results than the 6D vector representation by the pair of average colors of healthy and lesion skin.

In contrast to intuitive arguments of natural color representation, HSL and HSV yield the worst results. This is probably due to the direct use of the H component in the distance computation. TSL, which has previously been used successfully in face detection, yields better results that are still less than the straightforward RGB and nRGB approach. The best results are achieved with the CIE-Lab color representation \( (75 \pm 3.8\% \text{ for } k = 11) \), followed by CIE-Luv and CIE-Lch. Content-based image retrieval of dermatological images seems to benefit from the perceptual relevance of these color spaces.
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