Charge carrier mobility in disordered organic blends for photovoltaics
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Charge transport in disordered organic blends is studied theoretically by numerically solving the Pauli master equation. The influence of morphology, disorder, electric field, and charge carrier concentration on blend mobility is assessed. Important differences between neat materials and blends are found. The dependence of mobility on charge carrier concentration is more pronounced in blends and it is influenced by the electric field strength. At low charge carrier densities, blend mobility is found to decrease with increasing field. Additionally, the impact of the volume ratio of the constituent materials and their domain size on the mobility is presented. Especially for strongly disordered materials charge transport is favored by relatively large domains. To compare these theoretical findings with existing experimental mobility data, the current density in a space-charge-limited device is computed. The author finds that, for the parameters and morphologies studied, the apparent mobility in such a device decreases with increasing bias voltage.
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I. INTRODUCTION

Organic semiconductors hold great promise for a variety of optoelectronic devices: light-emitting diodes,1 field-effect transistors,2 and photovoltaic cells.3,4 Blending of organic materials is an attractive approach to optimize and tune the properties of the materials for device applications.5–10 Additionally, blending can result in new phenomena and properties of the materials for device applications.5–10 Moreover, blending may occur. Charge transport and its dependence on the volume ratio of the constituent materials and their domain size on the mobility is addressed.

Charge transport in disordered organic blends is studied theoretically by numerically solving the Pauli master equation. The influence of morphology, disorder, electric field, and charge carrier concentration on blend mobility is assessed. Important differences between neat materials and blends are found. The dependence of mobility on charge carrier concentration is more pronounced in blends and it is influenced by the electric field strength. At low charge carrier densities, blend mobility is found to decrease with increasing field. Additionally, the impact of the volume ratio of the constituent materials and their domain size on the mobility is presented. Especially for strongly disordered materials charge transport is favored by relatively large domains. To compare these theoretical findings with existing experimental mobility data, the current density in a space-charge-limited device is computed. The author finds that, for the parameters and morphologies studied, the apparent mobility in such a device decreases with increasing bias voltage.

In this paper, we study charge transport in disordered organic blends as a function of carrier density and field strength. By numerically solving the Pauli master equation,24 the mobility of carriers in one phase of a binary blend is calculated for various feature sizes and blend composition ratios. Compared with Monte Carlo simulations the master equation approach has several advantages. It is convenient for considering density-dependent effects and is numerically more efficient. This approach was used to study field and density dependences of the mobility in neat conjugated polymers,24,25 carrier injection into such films,26 as well as devices thereof.27 Zhou et al.28 showed that master equation mobility results coincide with Monte Carlo simulations that account for the carrier-carrier Coulomb interactions up to densities of around $10^{-2}$. This paper is organized as follows. First, field and density dependences of the mobility in neat and blended organic materials are compared. Next, the influence of blend stoichiometry on blend mobility is addressed.
In order to estimate the combined effect of density and field on mobility the current density in a space-charge-limited (SCL) diode is calculated by using a drift-diffusion approach.

II. MODEL

We represent the morphology as a three-dimensional (3D) regular 1 nm Cartesian lattice comprising transporting and nontransporting sites extending typically \( L = 150 \) sites in every direction. Initially, sites are randomly chosen to be either transporting or nontransporting (according to the desired volume ratio \( \alpha \) of transporting sites to the total volume). Subsequent coarsening of this morphology is achieved by simulated annealing.\(^5,\(^2\(,\)^2\) Briefly, this technique involves randomly choosing a pair of neighboring sites and probabilistically admitting a swap based on the energy of the system. As cyclic boundary conditions are used for transport, pairwise swaps over matching faces of the morphology are also allowed. Phase separation is encouraged by choosing the interfacial energies of the constituent phases such that a configuration with a smaller interfacial area is lower in energy. The average domain size \( b \) of the minority component is determined from

\[
b = \frac{6 \min(\alpha, 1-\alpha)V}{A},
\]  

where \( V \) is the total volume and \( A \) is the interfacial area. Next, each transport site is assigned a site-energy \( \epsilon_i \) according to Gaussian distribution of standard deviation \( \sigma \). This Gaussian density of states reflects the energetic spread in the transport sites due to disorder. For organic materials the probability in neat material is approximately \( 10^{-8} \) m\(^2\)/V s.\(^1\) Typically \( \sigma \) is around 0.1 eV.\(^30\)–\(^34\) this value is used throughout this paper unless stated otherwise. To sample the average behaviors of carriers, multiple morphologies with the same characteristics \((b, \alpha, \sigma)\) are generated.

Charge carriers hop from site \( i \) to site \( j \) with a rate given by the Miller-Abrahams expression

\[
W_{i \rightarrow j} = \nu \exp(-\Delta E_{ij}/k_B T) \quad \text{if } \Delta E_{ij} > 0,
\]

\[
= \nu \quad \text{otherwise},
\]

where \( \nu \) is the attempt-to-jump frequency which we take as \( 10^{12} \) s\(^{-1}\). This value is chosen such that the low-field mobility in neat material is approximately \( 10^{-8} \) m\(^2\)/V s in the low-carrier-density limit. However, it should be noted that the hopping rates \( W_{i \rightarrow j} \), and hence the mobility, are linearly proportional to \( \nu \), so that this choice of \( \nu \) does not result in a loss of generality. The energy difference between sites \( i \) and \( j \) is given by

\[
\Delta E_{ij} = \epsilon_j - \epsilon_i - q \mathbf{F} \cdot (\mathbf{r}_j - \mathbf{r}_i).
\]

We study the motion of charge carriers in a 3D lattice by solving the steady-state Pauli master equation

\[
\Sigma_i [W_{i \rightarrow j} n_i (1 - n_j) - W_{j \rightarrow i} n_j (1 - n_i)] = 0
\]

with the rates \( W_{i \rightarrow j} \) given by Eq. (2). In Eq. (4) double occupation of a site has been excluded. Carrier hops are restricted to occur between nearest-neighbor sites only, which is valid in the \( \sigma/k_B T \) range used in the present work.\(^35\) Following Yu et al.\(^24\) we solve the Pauli master equation by calculating \( n_i \) from

\[
n_i = \frac{\Sigma_j W_{j \rightarrow i}(1 - n_j) + W_{i \rightarrow j} n_j}{\Sigma_j [W_{i \rightarrow j}(1 - n_j) + W_{j \rightarrow i} n_j]}
\]

while ensuring that the overall carrier density is conserved. This procedure is repeated until convergence is reached.

Once the Pauli master equation has been solved for \( n_i \), the mobility \( \mu \) is calculated from

\[
\mu = \frac{\Sigma_i W_{i \rightarrow j} n_i (1 - n_j) (\mathbf{r}_j - \mathbf{r}_i) \cdot \mathbf{F}}{N_0 L^3 |\mathbf{F}|},
\]

where \( \mathbf{F} \) denotes the electric field, \( \mathbf{F} = \mathbf{E}/|\mathbf{E}| \), and \( N_0 \) is the average carrier density.

III. RESULTS AND DISCUSSION

A. Carrier density and field dependence

Figure 1(a) shows the calculated mobility of a neat material as a function of density \( N_0 \). In accordance with previous reports,\(^25,36\)–\(^38\) the charge carrier mobility in these neat films is found to depend both on electric field strength and charge carrier density. The enhancement of mobility at high fields is due to field-induced lowering of hopping barriers, making it easier for carriers to escape from a deep-lying energy site. The effect of carrier density is due to a gradual filling of the sites lowest in energy as the overall density increases. Once occupied, these deep-lying sites cannot accommodate other
carriers, making it easier for the remaining carriers to move around. Hence the overall mobility increases as the charge carrier density increases. Pasveer et al. 25 have shown that field and density dependences of the mobility in neat polymers can be approximated by

$$\mu(T,N_0,F) \approx \mu(T,N_0) f(T,F),$$

(7)

where $f(T,F)$ is a density-independent function of field and temperature $T$. From Eq. (6) it is clear that this factorization is exact in the absence of disorder.

Figure 1(b) shows the mobility in a blend with volume fraction $\alpha=0.5$ and average feature size $b=6$ nm. Clearly, the behavior is quite different in the case of a blend. At low fields the mobility shows a density dependence similar to the neat case, but at higher electric fields ($>10^7$ V/m) the density dependence is much more pronounced. This implies that factorization of field and density dependences is no longer possible. Figure 2, which shows the field dependence, reinforces this point, while the factorization holds for the neat material [Fig. 2(a)], it clearly fails for the blend material [Fig. 2(b)].

The electric field dependence of the blend material is very different from that of the neat material. Whereas the mobility of the neat material increases with increasing field, the behavior of the blend material is opposite: for the blend, increasing the electric field reduces mobility. This effect was also observed by Frost et al. 15 Simulations with $\sigma$ ranging from 0.025 to 0.125 eV yield a similar difference between neat and blend materials, showing that this effects is not due to energetic disorder.

The behavior at low electric fields can be explained by the absence of directionality other than the electric field. This implies that mobility must be an even function of electric field. Assuming it is analytical at zero field, its first derivative must be zero at zero field. This effect can be clearly seen in Figs. 2(a) and 2(b).

How can the negative field dependence and the failure of factorization be understood? Figure 3 illustrates the flow of carriers around part of the nontransporting phase. As carriers move with the field from 1 they will encounter an obstacle at 2. A carrier at 2 has three possible courses of action: it can go back to 1 or it can travel in the direction of 3 or 3’. As the field is increased, the movement back to 1 is suppressed, leaving directions 3 and 3’ as the only viable options. Hopping in this direction does not (directly) depend on the electric field strength and, thus, proceeds via diffusion. For the mobility to be constant, the current flow needs to be linearly proportional to the electric field strength. Even though the overall current can still increase with increasing field, it is no longer proportional to the field and hence the mobility decreases.

As for the effect of carrier density, if another carrier is present at the obstacle near 2, the motion of the carriers is restricted by site exclusion, making the diffusion in the directions 3 and 3’ (toward regions with lower carrier density) stronger. This implies that field and density dependences are no longer mutually independent. At high carrier densities, there would be a large number of carriers piled up at the obstacle, making it easier for new carriers (starting near 1) to avoid this region of the layer altogether. This explains why the field dependence is just positive at the highest densities (see Figs. 1 and 2), at least at the values of $\sigma$ used here.

The movement of carriers in a large volume depends on whether carriers can avoid large obstacles which can involve hops against the field. When the electric field is increased paths that force carriers to move against the field will become less operative reducing the blend mobility. This is illustrated in Fig. 4 which shows the local current flow in a blend structure. Although the overall current is higher at high fields, most of the current flows through a much smaller fraction of the volume. Therefore, the mobility in blends is lower than the neat mobility and the effect of blend morphology is reminiscent of off-diagonal disorder effects in neat materials. 39, 40 If positional disorder is strong, the mobility of neat materials can also be negative. 39 Note that in the foregoing discussion no reference has been made to energetic disorder. Energetic disorder will accentuate the effects just
of disorder at average feature size. So, for correspond to the average feature size of the minority component. Figure 4 also makes clear the influence of average size \( n \) of high-field strengths is much less homogeneous. The transporting phase appears transparent while the nontransporting phase is depicted fully opaque. The field is directed in along the \( x \) axis. Note that the vectors in (a) and (b) are not drawn to the same scale.

Described as paths which are energetically favored neither necessarily efficiently negotiate the blend morphology nor do they avoid dead-ends or cul-de-sacs. This is due to the presumed absence of a correlation between the energetic landscape and the real-space blend morphology.

B. Influence of blend stoichiometry

So far, we have discussed the mobility in blends with equal volumes of both constituent phases. Figure 5 portrays the effect of volume fraction \( \alpha \) on blend mobility. Clearly, as the volume fraction approaches the percolation limit, the mobility diminishes. This figure also makes clear the influence of average feature size \( b \) [defined by Eq. (1)] and energetic disorder \( \sigma \) on mobility. Generally, small domains and high disorder yield low mobilities.

The average feature size \( b \) as defined by Eq. (1) corresponds to the average feature size of the minority component. So, for \( \alpha > 0.5 \) the carriers move around obstacles of average size \( b \), while for \( \alpha < 0.5 \) the carriers move through a phase of average size \( b \). When \( \alpha < 0.5 \) the mobility is improved if the domain size is increased, as would be expected. On the other hand, when \( \alpha > 0.5 \) a smaller domain size implies that the nontransporting phase is better dispersed in the transporting phase. These small nontransporting features appear to be detrimental for charge transport, especially in blends with strong energetic disorder. The energetic landscape, defined by the site energies \( \epsilon_i \), favors certain pathways at the expense of others, creating filaments. In a blend, these filaments do not necessarily match up with the real-space blend morphology, especially when the nontransporting phase is finely dispersed in the transporting one. These findings are in accord with the results obtained by Groves et al. who used a Monte Carlo simulation to calculate blend mobility at a field strength of \( 10^7 \) V/m.

C. Comparison with experimental data

McNeill and Greenham measured the hole mobility in annealed blends (1:1 by weight) of poly(3-hexylthiophene) (P3HT) and poly([(9,9-diocetylfluorene)-2,7-diyl-alt-[4,7-bis(3-hexylthien-5-yl)-2, 1, 3-benzothiadiazole]-2', 2'-diyl]) (F8TB2T) with the time-of-flight (TOF) technique. These blends are used in efficient all-polymer photovoltaic devices. They found that the hole mobility in the neat P3HT is about two to three times larger than the hole mobility in the blend with F8TB2T. Additionally, the blend exhibits a negative field dependence while the neat P3HT film displays a positive field dependence. These results are in qualitative agreement with the calculated field dependence reported here (see Fig. 2).

SCL diodes are a much used way of measuring the mobility in organic materials. In such a device the injection of one carrier species is reduced, by careful selection of the electrode materials, while the contacts can inject and extract more carriers than the bulk can carry. The resulting current density is proportional to the charge carrier mobilities for a constant mobility. This technique has been applied to neat and blend materials alike. For neat materials both en-
hancements can yield an increase in mobility. Experimentally, an enhancement [beyond the quadratic behavior described by Eq. (8)] of the current density at high applied voltages is often observed. In a SCL device increasing the applied voltage enhances both the electric field and the carrier density. It is therefore not a priori clear whether this enhancement stems from the field dependence, the density dependence of the mobility, or a combination of the two.

Empirically the mobility has been described by a stretched exponential,\textsuperscript{44,45}

$$\mu = \mu_0 e^{\gamma F},$$

where $\gamma$ is the field activation parameter. Murgatroyd showed that the resulting SCL current is given by\textsuperscript{46}

$$J_{\text{SCL}} = \frac{9}{8} e\mu_0 \sqrt{\frac{V^2}{L}} e^{0.891 \gamma \sqrt{V/L}},$$

where the electric field has been approximated by $F = V/L$. The parameter $\gamma$ reflects the lowering of hopping barriers in the direction of the electric field. A field dependent mobility of the form given by Eq. (9) was used to fit SCL currents in conjugated polymers and blends thereof.\textsuperscript{47,48} This procedure makes possible the quantification of the apparent bias dependence of the mobility, but it ignores the density dependence of mobility and is, therefore, not strictly correct. In fact, Tanase \textit{et al.} showed that the enhancement of the SCL hole current in diodes made of PPV derivatives originates from the density dependence of the mobility rather than from its field dependence, at least at room temperature.\textsuperscript{37} In the present context, this equation is only used to make possible a comparison of the simulated mobility data (Figs. 1 and 2) with experimental results from the literature. It should be noted that for the correct interpretation of current-voltage data it might be necessary to correct for the series resistance of the substrates.\textsuperscript{49} If this is done incorrectly, the extracted value of $\gamma$ will be incorrect.

The mobility data plotted in Fig. 2 bear out a positive field dependence for high carrier densities and a negative field dependence at low densities. So, for low densities the effects of increasing carrier density and electric field are opposite, while they both enhance the mobility at high carrier densities. In a SCL diode the carrier density is highest at the injecting contact, where the field is low, and relatively low in the bulk of the active layer, where the field is larger.\textsuperscript{33} Hence, it is not immediately obvious whether the resulting bias voltage dependence is positive or negative. Experimentally, both types of behavior have been observed.\textsuperscript{47}

To assess the voltage dependence of the SCL current in blends we have used the mobility data for a blend of average feature size $b=6$ nm and for neat material in a one-dimensional continuum model. The current density in this model is given by

$$J = q n(x) \mu(x) F(x) - kT \mu(x) \frac{dn(x)}{dx},$$

where $n(x)$ and $F(x)$ are the local carrier density and field, respectively. This equation is solved self-consistently together with the Poisson equation $dF/dx = (q/e)n(x)$. This procedure requires the mobility be known as a function of carrier density and electric field strength. The mobility at densities and fields other than those plotted in Figs. 1 and 2 are obtained by bilinear interpolation of those data. Briefly, the mobility is linearly interpolated in field and density directions to obtain the mobility at the desired density and field.\textsuperscript{50} To gauge the accuracy of this interpolation procedure the resulting current-voltage characteristic for neat material was compared with that calculated using the parametrization of the mobility in neat material given by Pasveer \textit{et al.}\textsuperscript{25} Excellent agreement was found between the simulations (data not shown).

Figure 6 displays the simulated current-voltage characteristics for neat and blend materials. The data are fitted to Eq. (10) and the extracted zero-field mobilities $\mu_0$ and field activation parameters $\gamma$ listed in Table I. For both materials, the extracted zero-field mobility has a slight dependence on thickness.\textsuperscript{51} The zero-field mobilities for the blend material are approximately a factor of 2–3 lower than the ones obtained for the neat material. The field activation parameters $\gamma$ are quite different though: For the thicknesses studied the $\gamma$’s are negative. These results indicate that the experimentally observed negative $\gamma$ values\textsuperscript{47} can be a result of blend morphology. However, we stress that this is by no means general: The complex balance between field and density dependences of the mobility ultimately determines $\gamma$ and this will depend on the exact blend morphology as well as on other material parameters.

Of course, the predicted results will not apply to all blend systems. In our model it is tacitly assumed that the blend’s morphology does not influence the hopping rates $W_{i\rightarrow j}$.
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**FIG. 6.** Calculated space-charge-limited currents for a neat polymer (closed) and a 1:1 blend with average feature size $b=6$ nm (open) of different thicknesses (circles 100 nm, squares 200 nm, and diamonds 300 nm). The lines denote fits to Eq. (10).

<table>
<thead>
<tr>
<th>$L$</th>
<th>100 nm</th>
<th>200 nm</th>
<th>300 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_0$ (neat) [m$^2$/V s]</td>
<td>$2.6 \times 10^{-8}$</td>
<td>$2.2 \times 10^{-8}$</td>
<td>$2.2 \times 10^{-8}$</td>
</tr>
<tr>
<td>$\gamma$ (neat) [m/V]</td>
<td>$4 \times 10^{-5}$</td>
<td>$1 \times 10^{-5}$</td>
<td>$1 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\mu_0$ (blend) [m$^2$/V s]</td>
<td>$1.3 \times 10^{-8}$</td>
<td>$9.3 \times 10^{-9}$</td>
<td>$8.0 \times 10^{-9}$</td>
</tr>
<tr>
<td>$\gamma$ (blend) [m/V]</td>
<td>$-9 \times 10^{-5}$</td>
<td>$-9 \times 10^{-5}$</td>
<td>$-9 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
within the constituent phases. This may not always be true as the crystallinity or polymer chain orientation may well change by blending one material with another material. Indeed some studies demonstrate that the mobility in blends of an asymmetrically substituted poly(9,9-di-phenylfluorene) (PPV) with [6,6]-phenyl-C$_6$H$_{1} $-butyric acid methyl ester (PCBM) critically depends on the ratio of PPV to PCBM: The hole mobility in the PPV phase is found to be enhanced by more than two orders of magnitude as compared with its neat value when the PPV is blended with up to 80% (by weight) of PCBM.$^{52-54}$ Melzer et al.$^{52}$ suggested that this enhancement of the mobility might be caused by a frustration of the circular conformation adopted by the polymer chains in neat films of this PPV derivative.$^{55}$ On the other hand, it must be noted that this enhancement is not found for all PPVs or, indeed, conjugated polymers, stressing the need to take into account the morphology of the device when interpreting data taken by experiment.

**IV. SUMMARY AND CONCLUSIONS**

In sum, charge transport in disordered organic blends has been studied theoretically by numerically solving the Pauli master equation. The influence of morphology, disorder, electric field, and charge carrier concentration on blend mobility are studied. Important differences between neat materials and blends are found: While for neat materials field and density dependences can be factorized, such a factorization is not possible for blends. Moreover, at low charge carrier densities blend mobility is found to decrease with increasing field, in agreement with recent TOF measurements on polymer blends.$^{42}$ As regards the impact of the volume ratio of the constituent materials and their domain-size charge transport is favored by relatively large domains, especially for strongly disordered materials.

In order to relate the predicted field and density dependences to mobility measurements in space-charge-limited diodes, the current density in such devices was simulated. It has been found that, for the parameters and morphologies studied, the apparent mobility in such a device decreases with increasing bias voltage. Experimentally this type of behavior was reported by Huang et al.$^{47}$ However, other researches did not find such a negative apparent field activation parameter $\gamma$ indicating that the importance of characterizing the blend morphology.
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