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LINEAR-TIME COMPLETE POSITIVITY DETECTION AND DECOMPOSITION OF SPARSE MATRICES

PETER J. C. DICKINSON† AND MIRJAM DÜR‡

Abstract. A matrix $X$ is called completely positive if it allows a factorization $X = \sum_{b \in B} bb^T$ with nonnegative vectors $b$. These matrices are of interest in optimization, as it has been found that several combinatorial and quadratic problems can be formulated over the cone of completely positive matrices. The difficulty is that checking complete positivity is $\mathcal{NP}$-hard. Finding a factorization of a general completely positive matrix is also hard. In this paper we study complete positivity of matrices whose underlying graph possesses a specific sparsity pattern, for example, being acyclic or circular, where the underlying graph of a symmetric matrix of order $n$ is defined to be a graph with $n$ vertices and an edge between two vertices if the corresponding entry in the matrix is nonzero. The types of matrices that we analyze include tridiagonal matrices as an example. We show that in these cases checking complete positivity can be done in linear-time. A factorization of such a completely positive matrix can be found in linear-time as well. As a by-product, our method provides insight on the number of different minimal rank-one decompositions of the matrix.
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1. Introduction. The idea of completely positive matrices is of interest due to its uses in optimization [26, 27]. It has been found that some $\mathcal{NP}$-hard problems can be reformulated as linear optimization problems over the cone of completely positive matrices [7, 8, 13, 15]. From these important applications we are motivated to study properties of completely positive matrices, in order to build up intuition on them.

We say that a matrix $X$ is completely positive if there exists a finite set $B$ contained in the nonnegative orthant such that

$$X = \sum_{b \in B} bb^T.$$ 

In this case we say that $B$ is a rank-one decomposition set of $X$.

We can immediately see that if a matrix is completely positive, then it must be positive semidefinite and nonnegative.

One property that can be considered with regard to complete positivity is the cp-rank. The cp-rank of a completely positive matrix $X$ is defined as

$$\text{cp-rank}(X) := \min\{|B| \mid B \text{ is a rank-one decomposition set of } X\}.$$ 

If $X$ is a completely positive matrix, then from Carathéodory’s theorem we have that $\text{cp-rank}(X) \leq \frac{1}{2}n(n+1)$, where $n$ is the order of the matrix. This bound can be
improved to \( \text{cp-rank}(X) \leq \frac{1}{2}k(k + 1) - 1 \), where \( 2 \leq k = \text{rank}(X) \leq n \), as was shown in [1, 20]. It has also been conjectured in [12] that \( \text{cp-rank}(X) \leq \max\{n, \lfloor \frac{n}{2} \rfloor \} \), which is proved true for \( n \leq 4 \). If a matrix is not completely positive, then its cp-rank is defined to be infinite [4].

We define a minimal rank-one decomposition set of a completely positive matrix \( X \) to be a rank-one decomposition set \( B \) such that \( |B| = \text{cp-rank}(X) \). In general this minimal rank-one decomposition set is not unique, as we shall see in section 8. Properties of a rank-one decomposition of a completely positive matrix have been studied previously in [9, 14, 21], and in this paper we will be investigating minimal rank-one decompositions for sparse matrices.

The set of completely positive matrices is a proper cone, and the dual of this cone is the cone of copositive matrices, where a symmetric matrix \( A \) is copositive if and only if \( v^T Av \geq 0 \) for all nonnegative vectors \( v \). Surveys of both of these cones and their applications are provided in [5, 13, 15].

Checking whether a matrix is completely positive has been shown to be an NP-hard problem, while checking whether a matrix is copositive has been shown to be a co-NP-complete problem [10, 24]. In spite of the complexity of checking whether a matrix is copositive, for special cases there are efficient algorithms, even ones that run in linear-time. For example, in [6] a method was discussed for checking whether a tridiagonal matrix is copositive in linear-time, while in [16] this was extended to acyclic matrices.

In this paper we will similarly consider special cases when we are able to check whether a matrix is completely positive in linear-time and, if so, find a minimal rank-one decomposition set for it.

**Related work.** While the problem of finding a factorization of a general completely positive matrix is still unsolved, the problem of factorizing matrices with special structure has been studied before. Kaykobad [18] proved that if a matrix is positive semidefinite and nonnegative and diagonally dominant, then it is completely positive. He also gives an easy procedure for constructing a factorization. Berman and coauthors [2, 3] considered matrices whose underlying graph has a special structure. In [3] they characterize completely positive matrices whose underlying graph is acyclic. They do not, however, use this characterization for an algorithmic factorization procedure. In [2] they study matrices with bipartite graphs and state a simple algorithmic procedure to factorize.

The complete positivity of circular matrices has previously been studied in [29, 30]. In [29] Xu and Li characterize completely positive circular matrices of order greater than 3, but it seems unclear how this characterization can actually be used to check algorithmically whether a circular graph is completely positive. In [30] Zhang and Li give conditions for complete positivity of a circular matrix in terms of its comparison matrix. The proof of their result includes a method for finding a minimal rank-one decomposition set; however, this was a relatively complicated method and not subjected to much analysis.

Li, Kummert, and Frommer [20] show how—starting from an arbitrary factorization of an \( n \times n \) matrix \( X \)—one can obtain a smaller factorization \( X = \sum_{b \in B} bb^T \) with \( |B| = \frac{1}{2}n(n + 1) - 1 \).

Shaked-Monderer [28] considers matrices which are positive semidefinite, nonnegative with rank \( r \) and have an \( r \times r \) principal submatrix that is diagonal. This corresponds to the graph of the matrix having a maximal stable set of size \( r \). Such a matrix is shown to be completely positive, and a factorization is immediate from the
Kalofolias and Gallopoulos [17] extend this result and construct a factorization of completely positive rank-two matrices.

Finally, Dong, Lin, and Chu [11] provide a heuristic method for the so-called (non-symmetric) nonnegative rank factorization, i.e., finding a decomposition $X = UV$ of $X$ with $U, V$ nonnegative but not necessarily $U = V^T$ (which would correspond to our setting). Their procedure can be applied to completely positive matrices and would be able to heuristically check whether $\text{cp-rank}(X) = \text{rank}(X)$ and, if affirmative, compute a factorization of $X$.

Our paper will provide a unified approach to these ideas and extend the domain of cases where a factorization can be found. We will present an algorithmic method for this and pay special attention to the run-time of this algorithm. One of our results will be that—as in the copositive case studied in [6, 16]—for tridiagonal and acyclic matrices complete positivity can be checked in linear-time. Our method could also be used for preprocessing a matrix which we wish to test for complete positivity in order to reduce the problem.

**Notation.** We will be using the following notation for sets of vectors:

- the set of real $n$-vectors $= \mathbb{R}^n$,
- the set of nonnegative $n$-vectors $= \mathbb{R}_{\geq 0}^n$,
- the set of strictly positive $n$-vectors $= \mathbb{R}_{> 0}^n$,
- the set of integer $n$-vectors $= \mathbb{Z}^n$,

where we shall suppress the “$n$” if the dimension is equal to one.

We will also be using the following notation for sets of matrices:

- the cone of $n \times n$ symmetric matrices $= \mathcal{S}_n$,
- the cone of $n \times n$ symmetric positive semidefinite matrices $= \mathcal{S}_+^n$,
- the cone of $n \times n$ symmetric nonnegative matrices $= \mathcal{N}^n$,
- the cone of $n \times n$ completely positive matrices $= \mathcal{C}^*$,

where we shall suppress the “$n$” if the dimension is obvious from the context.

Additionally for a matrix $A \in \mathbb{S}_n$ we define $G(A)$ to be the underlying graph of $A$ such that we have $G(A) = (V, E)$ with $V = \{1, \ldots, n\}$ and $E = \{(ij) \mid i < j, (A)_{ij} \neq 0\}$.

When we talk of an index $i$ of $A$ having a certain degree, we are referring to the degree of the vertex $i$ in the graph $G(A)$ having this degree. Similarly when we refer to graph properties of a matrix, for example, being acyclic, circular, or connected, we are referring to the properties of the graph $G(A)$. Recall that a circular graph is a graph consisting of a single cycle. We will use the phrase component submatrix for a principal submatrix whose graph is a connected component in the graph of the full matrix. Finally a weighted-graph of $A$ refers to $G(A)$ with weights on the vertices and edges equal to the corresponding values in $A$. We use this in order to be able to consider certain structures in a matrix with more ease.

**2. Rank-one decomposition.** We will now look at some basic properties of (minimal) rank-one decomposition sets of sparse completely positive matrices.

First we note, from the definition, that $\mathcal{C}^* \subseteq \mathcal{N} \cap \mathcal{S}_+$. From this we see that a completely positive matrix must be nonnegative, and if an on-diagonal element of a completely positive matrix is equal to zero, then all the off-diagonal elements on this row and column must also be equal to zero. We can in fact check whether these necessary conditions hold in linear-time.
We now look at how the graph of a completely positive matrix corresponds to the support of the vectors in a rank-one decomposition of the matrix. We consider a completely positive matrix \( X \neq 0 \) with a rank-one decomposition set \( \mathcal{B} \). For a vector \( b \in \mathcal{B} \) we must have that the set \( \{ i \mid (b)_i > 0 \} \) is a clique of \( G(X) \). Correspondingly, if a set of vertices \( \mathcal{J} \subseteq \{1, \ldots, n\} \) is not a clique of \( G(X) \), then there cannot be a vector \( b \in \mathcal{B} \) such that \( \{ i \mid (b)_i > 0 \} = \mathcal{J} \). Therefore we need only consider each component submatrix of a matrix separately, and it should be noted that, for example, a breadth-first search we can split a graph into its component submatrices in linear-time.

From now on, without loss of generality, we shall assume that the matrices we wish to analyze are nonnegative and connected and have all on-diagonal elements strictly positive.

We finish this section by looking at a special property which always holds for at least one minimal rank-one decomposition of a completely positive matrix.

**Theorem 2.1.** For any completely positive matrix \( A \) there exists a minimal rank-one decomposition of it such that no two vectors in the decomposition have the same support.

**Proof.** Consider two vectors \( a, b \in \mathbb{R}^n_+ \). We define the following:

\[
\mu = \max \{ \lambda \in \mathbb{R} \mid b - \lambda a \geq 0 \}, \\
c = \frac{1}{\sqrt{1 + \mu^2}}(b - \mu a), \\
d = \frac{1}{\sqrt{1 + \mu^2}}(a + \mu b).
\]

Then we have that

\[
c \in \mathbb{R}^n_+ \setminus \mathbb{R}^n_+, \\
d \in \mathbb{R}^n_+, \\
aa^T + bb^T = cc^T + dd^T.
\]

This can easily be extended to any two matrices with the same support. We can now take any minimal rank-one decomposition of a completely positive matrix and use this method to get the desired property. \( \Box \)

**3. Indices of degree zero or one.** In this section we look at how we can reduce the problem of checking whether a matrix is completely positive by considering indices of the matrix with degree zero or one. Recall that we have defined the degree of an index to be the degree of the corresponding vertex in the graph of the matrix.

Degree-zero indices are themselves component submatrices and so can be considered separately. As they are size 1 \( \times \) 1 matrices, checking them for complete positivity and, if this is found, providing a minimal rank-one decomposition set are a trivial task.

In order to see how to deal with indices of a higher degree we first consider the following theorem.

**Theorem 3.1.** We define the matrices \( X, Y_\theta, Z_\theta \in \mathcal{S}^n \) as

\[
X = \begin{pmatrix} A_1 & a_1 & 0 \\ a_1^T & \alpha & a_2^T \\ 0 & a_2 & A_2 \end{pmatrix}, \\
Y_\theta = \begin{pmatrix} A_1 & a_1 & 0 \\ a_1^T & \theta & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
Z_\theta = \begin{pmatrix} 0 & 0 & 0 \\ 0 & \alpha - \theta & a_2^T \\ 0 & a_2 & A_2 \end{pmatrix},
\]
where \( \alpha, \theta \in \mathbb{R} \), \( A_1 \in S^p \), \( A_2 \in S^q \), \( a_1 \in \mathbb{R}^p \), \( a_2 \in \mathbb{R}^q \), \( p, q, n \in \mathbb{Z} \), \( p, q > 0 \), and \( n = p + q + 1 \). Then the following three statements are equivalent:

(a) \( X \) is completely positive.

(b) There exists \( \theta \) such that \( Y_\theta \) and \( Z_\theta \) are completely positive.

(c) \( Z_\varphi \) is completely positive, where \( \varphi := \min \{ \theta \mid Y_\theta \in \mathcal{C}^* \} \).

Proof. We first note that the value of the minimization in (c) is either infinity, and so \( Z_\varphi \) cannot be completely positive, or it is attained, and so both \( Y_\varphi \) and \( Z_\varphi \) are completely positive. It can now be immediately seen that (c) \( \Rightarrow \) (b) \( \Rightarrow \) (a). From considering the cliques of \( G(X) \) we see that (a) \( \Rightarrow \) (b). It is also a simple task to show that (b) \( \Rightarrow \) (c), by noting that if \( Z_\theta \in \mathcal{C}^* \) for some \( \theta \), then \( Z_\phi \in \mathcal{C}^* \) for all \( \phi \leq \theta \), which completes the proof.

From this theorem we see that in some special cases, when it is relatively easy to find \( \varphi = \min \{ \theta \mid Y_\theta \in \mathcal{C}^* \} \), we can reduce the problem of checking whether \( X \) is completely positive to checking whether the smaller nonzero principal submatrix is completely positive. An example of when it is relatively easy to find \( \varphi \) is when the underlying graph given by \( Y_0 \) is a completely positive graph. A completely positive graph is defined to be a graph such that for all \( Y \in \mathcal{C}^* \) if and only if \( Y \in \mathcal{N} \cap \mathcal{S}_+ \). A characterization of these graphs is that they have no odd cycles of length greater than or equal to five [19]. This means that in such a case we have \( \varphi = \min \{ \theta \mid Y_\theta \in \mathcal{N} \cap \mathcal{S}_+ \} \), and this optimization problem can be solved in polynomial time up to any required accuracy [25].

In the following theorem we now look at a very simple but very useful special case, which was first considered by Berman and Hershkowitz [3]. They took a different approach to this problem and proved part (a) and a similar result to part (d), except that they gave an inequality relation, whereas we will give an equality.

**Theorem 3.2.** Let \( X \in \mathcal{N}^n, Y \in \mathcal{S}^n \) be given as

\[
X = \begin{pmatrix}
\alpha & \beta & 0 \\
\beta & \gamma & a^T \\
0 & a & A
\end{pmatrix}, \quad Y = \begin{pmatrix}
0 & 0 & 0 \\
0 & \gamma - \frac{1}{\alpha} \beta^2 & a^T \\
0 & a & A
\end{pmatrix},
\]

where \( \alpha, \beta, \gamma \in \mathbb{R}_+, \alpha \neq 0, a \in \mathbb{R}^{n-2}_+, \) and \( A \in \mathcal{N}^{n-2} \). Then we have the following:

(a) \( X \in \mathcal{C}^* \iff Y \in \mathcal{C}^* \).

(b) For \( X \in \mathcal{C}^* \), if we let \( B_Y \subset \mathbb{R}^n_+ \) be a rank-one decomposition set of \( Y \), then the following set is a rank-one decomposition set of \( X \):

\[
B_X = B_Y \cup \left\{ \begin{pmatrix}
\sqrt{\alpha} \\
\frac{\beta}{\sqrt{\alpha}} \\
0
\end{pmatrix} \right\}.
\]

(c) If in (b) \( B_Y \) is a minimal rank-one decomposition set of \( Y \), then \( B_X \) is a minimal rank-one decomposition set of \( X \).

(d) We have that

\[
\text{cp-rank}(X) = \begin{cases} 
\text{cp-rank}(Y) + 1 & \text{if } Y \in \mathcal{C}^*, \\
\infty & \text{otherwise}.
\end{cases}
\]

**Proof.** From [22] we have that \( \mathcal{C}^{*2} = \mathcal{N}^{2} \cap \mathcal{S}_+^2 \). Therefore

\[
\begin{pmatrix}
\alpha & \beta \\
\beta & \theta
\end{pmatrix} \in \mathcal{C}^* \iff \theta \geq \beta^2 / \alpha,
\]
and using this, Theorem 3.1 gives us a proof for (a). Part (b) is trivial to prove, and part (d) comes directly from part (c). We will now prove part (c). Another way of expressing part (c) is that there exists a minimal rank-one decomposition of \( X \) given by \( B_X \) such that

\[
\{ v \in B_X \mid (v)_1 > 0 \} = \left\{ \left( \frac{\sqrt{\alpha}}{\beta/\sqrt{\alpha}} \right) \right\}.
\]

Due to Theorem 2.1 there exists a minimal rank-one decomposition of \( X \) given by \( B_X \) such that no two vectors in the decomposition have the same support. If property (3.1) holds, then we are done. If not, then by considering the cliques of \( G(X) \), we see that there must exist \( \varphi \in \mathbb{R} \) such that \( 0 < \varphi < \sqrt{\alpha} \) and

\[
\{ v \in B_X \mid (v)_1 > 0 \} = \left\{ \left( \frac{\varphi}{\beta/\varphi}, \left( \frac{\sqrt{\alpha - \varphi^2}}{0} \right) \right) \right\}.
\]

It is trivial to see that

\[
\begin{pmatrix}
\varphi \\
\beta/\varphi \\
0
\end{pmatrix}
\begin{pmatrix}
\varphi \\
\beta/\varphi \\
0
\end{pmatrix}^T + \begin{pmatrix} \sqrt{\alpha - \varphi^2} \\
0 \\
0
\end{pmatrix} \begin{pmatrix} \sqrt{\alpha - \varphi^2} \\
0 \\
0
\end{pmatrix}^T
= \begin{pmatrix}
\sqrt{\alpha} \\
\beta/\sqrt{\alpha} \\
0
\end{pmatrix} \begin{pmatrix}
\sqrt{\alpha} \\
\beta/\sqrt{\alpha} \\
0
\end{pmatrix}^T + \begin{pmatrix} \beta/\sqrt{(\alpha - \varphi^2)/(\alpha \varphi^2)} \\
0 \\
0
\end{pmatrix} \begin{pmatrix} \beta/\sqrt{(\alpha - \varphi^2)/(\alpha \varphi^2)} \\
0 \\
0
\end{pmatrix}^T.
\]

We can use this fact to obtain an alternative minimal rank-one decomposition of \( X \) such that property (3.1) does hold. \( \square \)

From this theorem and the result on degree-zero indices we can now construct Algorithm 1 for reducing the problem of checking whether a matrix is completely positive and, if so, finding a (minimal) rank-one decomposition set. Although Berman and Hershkowitz [3] considered a similar method of going through a matrix, this was only to prove that an acyclic matrix is completely positive if and only if it is both nonnegative and positive semidefinite. They did not consider how it could also be used to produce a rank-one decomposition set or its computation time. We now give the following results for this algorithm.

**Theorem 3.3.** Algorithm 1 gives the required output, and, if it does not produce the message “\( X \notin C^* \),” then the \( X' \) and \( B \) produced will have the following properties:

(a) \( X = X' + \sum_{b \in B} bb^T \).

(b) \( \text{cp-rank}(X) = \text{cp-rank}(X') + |B| \).

(c) If an index \( i \) of \( X' \) has degree zero, then \( (X')_{ii} = 0 \).

(d) \( X' \) has no indices of degree one.

Also, provided that our inputs and outputs of the matrices and vectors were “efficient” in Algorithm 1, then this algorithm runs in linear-time.

**Proof.** From going through the algorithm and using Theorem 3.2 this is trivial to prove. It should be noted that we required the matrices and vectors to be inputted/outputted efficiently. First, this means dealing with the square roots. Second, this is because the inputting/outputting of a full vector or matrix would involve, respectively, \( n \) and \( n^2 \) entries which would limit the algorithm to working in quadratic time,
Algorithm 1. Reducing the problem of checking for complete positivity.

Input: A matrix \(X \in \mathbb{N}^n\) such that \((X)_{ii} > 0\) for all \(i = 1, \ldots, n\).

Output: Either "\(X \notin \mathcal{C}^*\)" or a matrix \(X' \in S^n\) and a finite set \(B \subset \mathbb{R}_+^n\) (see Theorem 3.3).

1: initiate a set \(B = \emptyset\).
2: initiate a set \(\mathcal{R} = \{1, \ldots, n\}\) to keep track of indices remaining.
3: analyze \(X\) producing
   (a) a set \(J \subseteq \mathcal{R}\) of indices with degree zero or one,
   (b) a vector \(d \in \mathbb{Z}^n\) such that \((d)_i\) is defined to be the degree of index \(i\),
   (c) a set \(\mathcal{N}_1, \ldots, \mathcal{N}_n\) such that \(\mathcal{N}_i := \{j \mid j\text{ is a neighbor of }i\text{ in }G(X)\}\).
4: while \(J \neq \emptyset\) do
   5: pick an \(i \in J\) to analyze.
   6: update \(\mathcal{R} \leftarrow \mathcal{R} \setminus \{i\}, \quad J \leftarrow J \setminus \{i\}\)
   7: if \((d)_i = 0\) then
      8: update \(B \leftarrow B \cup \{x\}\) such that \(x \in \mathbb{R}_+^n\) and
      \[
      (x)_k := \begin{cases} 
      \sqrt{(X)_{ii}} & \text{if } k = i, \\
      0 & \text{otherwise.}
      \end{cases}
      \]
      9: update \((X)_{ii} \leftarrow 0\)
   10: else
      11: find \(j \in \mathcal{N}_i \cap \mathcal{R}\)
      12: update \((X)_{jj} \leftarrow (X)_{jj} - (X)_{ij}^2/(X)_{ii}\)
      13: if \((X)_{jj} < 0\) then
         14: output "\(X \notin \mathcal{C}^*\)"
         15: exit
      16: else if \((X)_{jj} = 0\) and \(d_j \geq 2\) then
         17: output "\(X \notin \mathcal{C}^*\"
         18: exit
      19: end if
      20: output \(B \leftarrow B \cup \{x\}\) such that \(x \in \mathbb{R}_+^n\) and
      \[
      (x)_k := \begin{cases} 
      \sqrt{(X)_{ii}} & \text{if } k = i, \\
      (X)_{ij}/\sqrt{(X)_{ii}} & \text{if } k = j, \\
      0 & \text{otherwise.}
      \end{cases}
      \]
      21: update \((X)_{ij} \leftarrow 0\)
      22: update \((X)_{ii} \leftarrow 0\)
      23: update \((d)_j \leftarrow (d)_j - 1\)
      24: if \((d)_j = 1\) then
         25: update \(J \leftarrow J \cup \{j\}\)
      26: else if \((d)_j = 0\) and \((X)_{jj} = 0\) then
         27: update \(J \leftarrow J \setminus \{j\}\)
      28: update \(\mathcal{R} \leftarrow \mathcal{R} \setminus \{j\}\)
      29: end if
      30: end if
   31: end while
32: output \(X' \leftarrow X\)
33: output \(B\)
but a more efficient way of specifying a sparse vector or matrix is to give only its nonzero entries, and we are required to do this in order for the algorithm to work in linear-time.

For Algorithm 1 we can see that if \( X'' \) is the maximal principal submatrix of \( X' \) such that no row/column is equal to zero, then \( G(X'') \) is the maximal induced subgraph of \( G(X) \) such that \( G(X'') \) has no vertices of degree one or zero. This means that if \( X \) was acyclic, for example, tridiagonal, then in linear-time either the algorithm would output \( X \notin \mathcal{C}^* \) or we would have \( X' = 0 \) and therefore a certificate of complete positivity in the form of a minimal rank-one decomposition set \( \mathcal{B} \). We can also see that such a minimal rank-one decomposition set would be of cardinality \( n - 1 \) or \( n \). It was found in [5, Theorem 3.7] that this number is actually equal to the rank of the matrix.

It should also be noted that the choice of the next vertex to consider in step 5 of Algorithm 1 affects the way in which the algorithm goes through the vertices and can lead to a different set \( \mathcal{B} \) at the end of the algorithm. If we simply go through the vertices in \( J \) in numerical order, then given a permutation matrix \( P \) the algorithm will not necessarily return the same solution (up to permutation) when \( X \) and \( P^T XP \) are inputted.

**4. Chains.** We define a chain of a graph to be a simple path in it such that all vertices within the path (excluding the two end vertices) have degree equal to two. This is equivalent to this part of the matrix being tridiagonal. The form of chain that we shall consider is shown in Figure 4.1, where we let the internal vertices and the edges of the chain have fixed weightings (given by the \( \alpha \)'s and \( \beta \)'s, respectively), we let \( y \) be a variable, and we let \( z(y) \) be the minimum allowable value such that the chain is completely positive. We then consider how Algorithm 1 would run through the chain starting at \( y \), moving through the vertices in turn and being used to give us the value of \( z(y) \) for each \( y \). We show that rather than having to recompute the algorithm for different values of \( y \), we can instead find a simple formula linking \( y \) and \( z(y) \). We consider this, not only to help improve our understanding of Algorithm 1, but also due to the useful applications that this method will provide in sections 5 and 6.

![Fig. 4.1. A chain we consider the algorithm working through with \( y > 0 \) and \( \alpha_i, \beta_i > 0 \) for all \( i \).](image)

For \( i \geq 2 \) the algorithm would take each vertex from \( \alpha_i \) to \( f_i(y) \) and then to zero, where

\[
\begin{align*}
  f_i(y) &:= \alpha_i - \frac{\beta_i^2}{f_{i-1}(y)} \quad \text{for } i = 2, \ldots, m, \\
  f_1(y) &:= y.
\end{align*}
\]

We have the requirement that \( f_i(y) > 0 \) for all \( i \), and we also have that \( z(y) = \beta_m^2/f_m(y) \).

We now present the following lemmas, which will be used to remove the recursion from \( y \), thus meaning that we do not need to consider the recursion separately for each different value of \( y \).
LEMMA 4.1. We have that
\[ f_i(y) = \frac{\lambda_i y - \mu_i}{\lambda_{i-1} y - \mu_{i-1}} \quad \text{for } i = 1, \ldots, m, \]
where \( \lambda_0 = 0, \mu_0 = -1, \lambda_1 = 1, \mu_1 = 0, \)
\[ \lambda_i = \alpha_i \lambda_{i-1} - \beta^2_{i-1} \lambda_{i-2} \quad \text{for } i = 2, \ldots, m, \]
\[ \mu_i = \alpha_i \mu_{i-1} - \beta^2_{i-1} \mu_{i-2} \quad \text{for } i = 2, \ldots, m. \]
Also we have that the requirement “\( f_i(y) > 0 \) for all \( i \)” is equivalent to
(4.1) \[ \lambda_i y > \mu_i \quad \text{for all } i. \]

**Proof.** This is trivial to prove by induction. \( \square \)

LEMMA 4.2. We shall always get that \( \mu_i \lambda_{i+1} < \mu_{i+1} \lambda_i \) for all \( i = 0, \ldots, m - 1. \)

**Proof.** We have that \( \mu_0 \lambda_1 = -1 < 0 = \mu_1 \lambda_0 \), and for \( i \geq 1, \)
\[ \mu_{i+1} \lambda_i - \mu_i \lambda_{i+1} = (\alpha_{i+1} \mu_i - \beta^2_i \mu_{i-1}) \lambda_i - \mu_i (\alpha_{i+1} \lambda_i - \beta^2_i \lambda_{i-1}) = \beta^2_i (\mu_i \lambda_{i-1} - \mu_{i-1} \lambda_i). \]
We can now use proof by induction. \( \square \)

LEMMA 4.3. Requirement (4.1) implies that \( \lambda_i, \mu_i > 0 \) for all \( i \geq 2. \)

**Proof.** We shall again use proof by induction. For the case when \( i = 2 \) we have that
\[ \lambda_2 = \alpha_2 > 0, \quad \mu_2 = \beta^2_1 > 0. \]
Therefore the statement is true for \( i = 2. \) Now for the sake of induction suppose that
it is true for \( i = k - 1. \) From Lemma 4.2 and requirement (4.1) we get that
\[ \frac{\mu_{k-1}}{\lambda_{k-1}} < y \quad \text{and} \quad \frac{\mu_{k-1} \lambda_k}{\lambda_{k-1}} < \mu_k < \lambda_k y. \]
From this we see that we must have that \( \lambda_k, \mu_k > 0. \) \( \square \)

LEMMA 4.4. If \( \lambda_i > 0 \) for all \( i \geq 1, \) then
\[ \max \left\{ \frac{\mu_i}{\lambda_i} \mid i = 1, \ldots, m \right\} = \frac{\mu_m}{\lambda_m}. \]

**Proof.** This is simple to prove using Lemma 4.2. \( \square \)

THEOREM 4.5. Requirement (4.1) is equivalent to
\[ y > \frac{\mu_m}{\lambda_m} \quad \text{and} \quad \lambda_i > 0 \quad \text{for all } i \geq 2. \]

**Proof.** The proof comes trivially from Lemmas 4.3 and 4.4. \( \square \)

METHOD 4.6. Therefore the problem of going through the chain can be split into
the following three parts:
(a) Compute the following:
\( \lambda_0 = 0, \mu_0 = -1, \lambda_1 = 1, \mu_1 = 0, \)
\[ \lambda_i = \alpha_i \lambda_{i-1} - \beta^2_{i-1} \lambda_{i-2} \quad \text{for } i = 2, \ldots, m, \]
\[ \mu_i = \alpha_i \mu_{i-1} - \beta^2_{i-1} \mu_{i-2} \quad \text{for } i = 2, \ldots, m. \]
Check that \( \lambda_i > 0 \) for all \( i \geq 2 \); otherwise it cannot be part of a completely positive matrix.

(c) Require that \( y > \mu_m / \lambda_m \) and 
\[
z(y) = \frac{\beta_m^2 (\lambda_m - 1 y - \mu_m - 1)}{\lambda_m y - \mu_m}.
\]

In the following two sections we look at two alternative ways in which this result can be used.

5. Matrices with circular graphs. If Algorithm 1 did not determine whether the original matrix was completely positive or not, then the degree of the indices in the remaining matrix must be strictly greater than one, and so the simplest form that it can take is being a circular matrix, where we recall that a circular matrix is one with an underlying circular graph and a circular graph is a graph consisting of a single cycle. This is also sometimes referred to as a cycle graph.

The complete positivity of circular matrices has previously been studied in [29, 30]. In [29] Xu and Li found a necessary and sufficient condition for a circular matrix (of order greater than 3) to be completely positive; however, it is unclear how this result can actually be used to check whether a circular graph is completely positive. In [30] Zhang and Li showed that a circular matrix (of order greater than 3) is completely positive if and only if the determinant of its comparison matrix is nonnegative. The paper also included a method for finding a minimal rank-one decomposition set of a circular matrix (of order greater than 3); however, this was included only for the purpose of providing a proof to a theorem related to the number of minimal rank-one decompositions that a circular matrix has. As a result this method was not subjected to much analysis and is relatively complicated.

In this section we will use the results from section 4 to develop an alternative algorithm for checking whether a circular matrix is completely positive and, if so, providing a minimal rank-one decomposition set of the matrix. It will also be seen that this method runs in linear-time.

We will begin by considering the following two theorems.

**Theorem 5.1** (see [5, Remark 3.3]). If \( A \) is a triangle-free completely positive matrix which is not acyclic, then \( \text{cp-rank}(A) = |E| \), where \( E \) is the set of edges in the graph \( G(A) \).

**Theorem 5.2** (see [5, Theorem 3.2]). Let \( A \) be an \( n \times n \) completely positive matrix. If \( n \leq 3 \), then 
\[
\text{cp-rank}(A) = \text{rank}(A).
\]

As we see from these theorems we should consider the cases of \( n = 3 \) and \( n > 3 \) separately. We will first extend our method from section 4 for the case when \( n > 3 \). We let \( A \in \mathbb{N}^n \) be a circular matrix and without loss of generality suppose that
\[
A = \begin{pmatrix}
\alpha_1 & \beta_1 & 0 & \cdots & 0 & \beta_n \\
\beta_1 & \alpha_2 & \beta_2 & \cdots & 0 & 0 \\
0 & \beta_2 & \alpha_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \alpha_{n-1} & \beta_{n-1} \\
\beta_n & 0 & 0 & \cdots & \beta_{n-1} & \alpha_n
\end{pmatrix}.
\]
If $A$ is completely positive, then due to its cp-rank being equal to $n$ (Theorem 5.1) and by considering its cliques, we see that its minimal decompositions must be of the form

$$B = \left\{ \begin{pmatrix} \nu_1 \\ \omega_1 \\ 0 \\ \vdots \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \nu_2 \\ \omega_2 \\ \vdots \\ 0 \\ \omega_{n-1} \end{pmatrix}, \ldots, \begin{pmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ \nu_{n-1} \\ \omega_{n-1} \end{pmatrix}, \begin{pmatrix} \omega_n \\ 0 \\ 0 \\ \vdots \\ 0 \\ \nu_n \end{pmatrix} \right\}.$$  

From this it can be seen that $A$ is completely positive if and only if there exists a $y = \nu_1^2$ such that the chain in Figure 4.1 is completely positive, with $z(y) = \alpha_1 - y$, and it can easily be seen how minimal rank-one decompositions of the original matrix $A$ and the chain are related. From section 4 we now get the following linear-time method for analyzing the matrix.

**Method 5.3.** The problem of determining whether $A$ given in (5.1) is completely positive is equivalent to computing

$$\lambda_0 = 0, \quad \mu_0 = -1, \quad \lambda_1 = 1, \quad \mu_1 = 0,$$

$$\lambda_i = \alpha_i \lambda_{i-1} - \beta^2_{i-1} \lambda_{i-2} \quad \text{for } i = 2, \ldots, n,$$

$$\mu_i = \alpha_i \mu_{i-1} - \beta^2_{i-1} \mu_{i-2} \quad \text{for } i = 2, \ldots, n,$$

checking that $\lambda_i > 0$ for all $i \geq 2$, and solving

find $y$

subject to $y > \mu_n / \lambda_n$,

$$0 = \lambda_n y^2 + (\beta^2_n \lambda_{n-1} - \alpha_1 \lambda_n - \mu_n) y + (\alpha_1 \mu_n - \beta^2_n \mu_{n-1}).$$

We also have that if $y$ is a feasible solution, then the corresponding minimal rank-one decomposition is

$$B = \left\{ \begin{pmatrix} \nu_1 \\ \omega_1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \nu_2 \\ \omega_2 \\ \vdots \\ 0 \end{pmatrix}, \ldots, \begin{pmatrix} 0 \\ 0 \\ \nu_{n-1} \\ \omega_{n-1} \end{pmatrix}, \begin{pmatrix} \omega_n \\ 0 \\ 0 \\ \vdots \\ \nu_n \end{pmatrix} \right\},$$

where $\nu_i = \sqrt{\frac{\lambda_i y - \mu_i}{\lambda_{i-1} y - \mu_{i-1}}}$, $\omega_i = \beta_i / \nu_i$ for all $i$.

We note that this method even checks the complete positivity in linear-time of circular matrices such that their order is odd and greater than or equal to 5, even though for these types of matrices, their underlying graph is not a completely positive graph.
For completeness we will now also consider how to test whether a strictly positive matrix \( X \in \mathbb{S}^3 \) is completely positive and, if so, find a minimal rank-one decomposition set for it. In order to do this we need the following lemmas, in which we will consider the matrix

\[
(5.2) \quad X = \begin{pmatrix}
\alpha_1 & \beta_1 & \beta_3 \\
\beta_1 & \alpha_2 & \beta_2 \\
\beta_3 & \beta_2 & \alpha_3
\end{pmatrix}, \quad \text{where } \alpha, \beta \in \mathbb{R}^3_{++} \text{ and } \alpha_3 \beta_1^2 \leq \alpha_1 \beta_2^2.
\]

It should be noted that we can always permute a 3 \( \times \) 3 strictly positive symmetric matrix so that the required inequalities hold.

**Lemma 5.4.** For \( X \) given in (5.2) we have that \( X \in \mathbb{C}^* \) if and only if \( \beta_1^2 \leq \alpha_1 \alpha_2 \), \( \beta_2^2 \leq \alpha_2 \alpha_3 \), \( \beta_3^2 \leq \alpha_3 \alpha_1 \), and \( \det(X) \geq 0 \).

*Proof.* From [22] we have that \( \mathbb{C}^* \subseteq \mathbb{N}^3 \cap \mathbb{S}^3_+ \). From the conditions in (5.2) we have that \( X \in \mathbb{N}^3 \). It is known that a matrix is positive semidefinite if and only if all its principal minors are nonnegative [23, p. 40]. This combined with the fact that the diagonal entries of \( X \) are nonnegative gives us the required result.

**Lemma 5.5.** For \( X \) given in (5.2) such that \( X \in \mathbb{C}^* \) we have that

\[
\text{cp-rank}(X) = 1 \iff \beta_1^2 = \alpha_1 \alpha_2.
\]

*Proof.* We have that \( \text{cp-rank}(X) = 1 \) if and only if there exists a \( b \in \mathbb{R}^3_{++} \) such that \( X = bb^T \). It is obvious that such a \( b \) must be given by

\[
b = \frac{1}{\sqrt{\alpha_1}} \begin{pmatrix}
\alpha_1 \\
\beta_1 \\
\beta_3
\end{pmatrix}.
\]

From this we get that the \( \text{cp-rank}(X) = 1 \) if and only if

\[
X = \begin{pmatrix}
\alpha_1 & \beta_1 & \beta_3 \\
\beta_1 & \beta_1^2/\alpha_1 & \beta_1 \beta_3/\alpha_1 \\
\beta_3 & \beta_1 \beta_3/\alpha_1 & \beta_3^2/\alpha_1
\end{pmatrix}.
\]

The forward implication is seen by comparing the required form of \( X \) to the original form of \( X \).

For the reverse implication we note that if \( \beta_1^2 = \alpha_1 \alpha_2 \), then from the requirements for complete positivity and the restrictions on \( X \) we have that \( \alpha_2 \alpha_3 \geq \beta_2^2 \geq \alpha_3 \beta_1^2/\alpha_1 = \alpha_2 \alpha_3 \), implying that \( \beta_2^2 = \alpha_2 \alpha_3 \). We also have that

\[
0 \leq \det(X) = \alpha_1 \alpha_2 \alpha_3 + 2\beta_1 \beta_2 \beta_3 - \beta_1^2 \alpha_3 - \beta_2^2 \alpha_1 - \beta_3^2 \alpha_2 = \alpha_1 \alpha_2 \alpha_3 + 2(\alpha_2 \sqrt{\alpha_1 \alpha_3}) \beta_3 - \alpha_1 \alpha_2 \alpha_3 - \alpha_1 \alpha_2 \alpha_3 - \beta_3^2 \alpha_2
\]

\[
= -\alpha_2 (\beta_3 - \sqrt{\alpha_1 \alpha_3})^2.
\]

This implies that \( X \) must be in the required form.

**Lemma 5.6.** For \( X \) given in (5.2) such that \( X \in \mathbb{C}^* \) we have that \( \alpha_1 \beta_2 - \beta_1 \beta_3 \geq 0 \).

*Proof.* From Lemma 5.4 and the restrictions on \( X \) we have that \( \beta_3^2 \leq \alpha_3 \alpha_1 \) and \( 0 \leq \alpha_3 \beta_1^2 \leq \alpha_1 \beta_2^2 \). This implies that \( \alpha_3 \beta_1^2 \beta_2^2 \leq \alpha_3 \alpha_1 \beta_2^2 \), which gives the required result, due to \( X \) being strictly positive.

**Lemma 5.7.** For \( X \in \mathbb{C}^* \) as given in (5.2) such that \( \text{cp-rank}(X) \neq 1 \) we have that

\[
\text{cp-rank}(X) = 2 \iff \det(X) = 0.
\]
COMPLETE POSITIVITY DETECTION OF SPARSE MATRICES

Proof. From [5, Theorem 3.2] we have that \( \text{cp-rank}(X) = \text{rank}(X) \). From the restrictions on \( X \) we have that \( X \neq 0 \), which, combined with the requirement that \( \text{cp-rank}(X) \neq 1 \), implies that \( \text{rank}(X) \geq 2 \). From this we have

\[
\begin{align*}
\text{cp-rank}(X) = 2 & \iff \text{rank}(X) = 2 \\
& \iff \text{rank}(X) \neq 3 \\
& \iff \det(X) = 0,
\end{align*}
\]

which completes the proof.

From these lemmas we now present Algorithm 2 for testing whether a matrix \( X \) of the form given in (5.2) is completely positive and, if so, finding a minimal rank-one decomposition set for it.

Algorithm 2. For testing whether a matrix \( X \in S^3 \) of the form given in (5.2) is completely positive and, if so, finding a minimal rank-one decomposition for it.

**Input:** A matrix \( X \) of the form given in (5.2).

**Output:** Either “\( X \notin C^* \)” or a set \( B \subseteq \mathbb{R}^3_+ \) such that \( |B| = \text{cp-rank}(X) \) and \( X = \sum_{b \in B} b b^T \).

1: if \( \beta_2^2 > \alpha_1 \alpha_2 \) or \( \beta_3^2 > \alpha_2 \alpha_3 \) or \( \beta_3^2 > \alpha_3 \alpha_1 \) or \( \det(X) < 0 \) then
2: output “\( X \notin C^* \)”
3: else
4: initiate \( B = \left\{ \frac{1}{\sqrt{\alpha_1}} \begin{pmatrix} \alpha_1 \\ \beta_1 \\ \beta_3 \end{pmatrix} \right\} \)
5: if \( \beta_1^2 \neq \alpha_1 \alpha_2 \) then
6: update \( B \leftarrow B \cup \left\{ \frac{1}{\alpha_1(\alpha_1 \alpha_2 - \beta_1^2)} \begin{pmatrix} 0 \\ \alpha_1 \alpha_2 - \beta_1^2 \alpha_1 \beta_2 - \beta_1 \beta_3 \end{pmatrix} \right\} \)
7: if \( \det(X) \neq 0 \) then
8: update \( B \leftarrow B \cup \left\{ \begin{pmatrix} \det(X) \\ 0 \\ 0 \end{pmatrix} \right\} \)
9: end if
10: end if
11: output \( B \)
12: end if

This is a linear-time method for checking whether a circular matrix \( A \in N^3 \) is completely positive and, if so, giving a minimal rank-one decomposition set for it.

6. Reducing chain lengths. Suppose that the matrix we wish to check for being completely positive gives the weighted-graph in Figure 6.1. In this section we will see how we can reduce the length of the chain to give a smaller matrix while maintaining the property of whether the matrix is completely positive or not. For simplicity we shall view the matrices using their weighted-graph forms.
Fig. 6.1. We wish to analyze the matrix giving this weighted-graph to check for complete positivity, where the end points of the chain are distinct, the gray area represents an arbitrary structure in the graph, and $m > 3$.

Fig. 6.2. The weighted-graph in Figure 6.1 gives a completely positive matrix if and only if there exists a $y$ such that the chain in Figure 4.1 and the weighted-graph above give completely positive matrices, where the gray area represents an arbitrary structure in the graph.

Fig. 6.3. A chain we consider the algorithm working through with $n > 3$, $y > 0$, and the values for $\hat{\alpha}_2$, $\hat{\alpha}_3$, $\hat{\beta}_1$, $\hat{\beta}_2$, and $\hat{\beta}_3$ given in (6.1).

From considering the form of the rank-one decompositions when this graph is completely positive we see that we have that the graph gives a completely positive matrix if and only if there exists a $y$ such that the chain in Figure 4.1 and the weighted-graph in Figure 6.2 give completely positive matrices.

We now consider the chain in Figure 4.1 in which the values of $y$ and $z(y)$ are not fixed. We consider Method 4.6 on this chain. If the second step (checking $\lambda_i > 0$) finds that the chain cannot be part of a graph giving a completely positive matrix, then we are done. Otherwise we compare this chain to the chain in Figure 6.3.

In the chain in Figure 6.3 we set the values $\hat{\alpha}_2$, $\hat{\alpha}_3$, $\hat{\beta}_1$, $\hat{\beta}_2$, $\hat{\beta}_3$, from the results of
running the method for the original chain and where we pick arbitrary $\gamma_1, \gamma_2 > 0$:

\[
\begin{align*}
\hat{\alpha}_2 &= \gamma_1 \lambda_{m-1}, \\
\hat{\alpha}_3 &= \gamma_2 \mu_m, \\
\hat{\beta}_1 &= \sqrt{\gamma_1 \mu_{m-1}}, \\
\hat{\beta}_2 &= \sqrt{\gamma_1 \gamma_2 (\lambda_{m-1} \mu_m - \lambda_m \mu_{m-1})}, \\
\hat{\beta}_3 &= \beta_m \sqrt{\gamma_2 \mu_{m-1}}.
\end{align*}
\]

(6.1)

We are free to pick whatever strictly positive values of $\gamma_1$ and $\gamma_2$ that we like without changing the theory. This freedom may, however, be able to be put to some advantages in reducing numerical difficulties in an algorithm, and it is recommended to pick values such that the order of magnitude on these vertices and edges is approximately that of the original weighted-graph.

From the results in section 4 we can immediately see that all the vertices and edges in the chain have strictly positive values. We now consider Method 4.6 running through this chain.

(a) We compute the values for $\hat{\lambda}_i, \hat{\mu}_i$, displayed in the following table:

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\lambda_i$</th>
<th>$\hat{\mu}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>$\gamma_1 \lambda_{m-1}$</td>
<td>$\gamma_1 \mu_{m-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$\gamma_1 \gamma_2 \lambda_{m-1} \mu_m$</td>
<td>$\gamma_1 \gamma_2 \mu_m \mu_{m-1}$</td>
</tr>
</tbody>
</table>

(b) We can easily see that the values of $\hat{\lambda}_i$ for $i \geq 2$ are strictly positive.

(c) We now have the following requirement on $y$ and corresponding value for $z(y)$:

\[
y > \hat{\mu}_i = \frac{\mu_m}{\lambda_i},
\]

\[
z(y) = \frac{\hat{\beta}_2 (\hat{\lambda}_2 y - \hat{\mu}_2)}{\lambda_3 y - \hat{\mu}_3} = \frac{\beta_m^2 (\lambda_{m-1} y - \mu_{m-1})}{\lambda_m y - \mu_m}.
\]

Therefore, viewed from the end points, the chains in Figures 4.1 and 6.3 are equivalent. Therefore, the graph in Figure 6.1 is completely positive if and only if the following two conditions hold:

(a) When computing the first two steps of Method 4.6 on the chain we do not find that the chain cannot be part of a completely positive graph.

(b) The graph in Figure 6.4 is completely positive, using the values given in (6.1).

We let $X$ be the original matrix and $Y$ be the matrix produced from our method. If we had a (minimal) rank-one decomposition set of $Y$, then it would be a trivial task to convert this into a (minimal) rank-one decomposition set of $X$. We note that we have that

\[
\text{cp-rank}(X) = \text{cp-rank}(Y) + m - 3.
\]
We finish this section by discussing the computational time of such a process. One simple method for applying this process is as follows, where we assume that no component submatrix is circular:

(a) Find \( W = \{ v \in \{1, \ldots, n\} \mid \text{The degree of } v \text{ in } G(X) \text{ is equal to } 2 \} \).

(b) Find connected components of the subgraph of \( G(X) \) induced by the vertices \( W \). Let these be denoted by the following with consecutive vertices being connected: \( \{ \{ v_1^1, \ldots, v_{k_1}^1 \}, \ldots, \{ v_1^l, \ldots, v_{k_l}^l \} \} \).

(c) For all \( i \in \{1, \ldots, l\} \) such that \( k_i \geq 3 \), do the following:
   (i) Find \( u, w \in \{1, \ldots, n\} \setminus W \) such that \( u, v_1^i, \ldots, v_{k_i}^i, w \) is a chain in \( G(X) \).
   (ii) If \( u \neq w \), then apply the method for reducing chain lengths to this chain.
   (iii) If \( u = w \) and \( k_i \geq 4 \), then apply the method for reducing chain lengths to the chain \( \{ u, v_1^i, \ldots, v_{k_i}^i \} \).

This method takes a linear number of calculations. In general we cannot compute the square roots exactly, but if we are computing to a set level of accuracy, then this method could be carried out in linear-time.

7. Preprocessing. For a matrix \( X \in S^n \) we can now reduce the problem of checking whether it is completely positive and finding a (minimal) rank-one decomposition using the following linear-time method:

(a) Check whether the matrix is nonnegative.

(b) Check that whenever one of the matrix’s on-diagonal entries is equal to zero, all of the off-diagonal entries in this row and column are also equal to zero.

(c) Reduce the problem to considering the maximal principal submatrix with strictly positive on-diagonal elements.

(d) Use Algorithm 1 to reduce the problem.

(e) Split a matrix into its component submatrices (for example, with a breadth-first search).

(f) Use section 2 to connect results from these submatrices to those for the original matrix.

(g) For each of these submatrices, do the following:
   (i) If the resultant matrix is in \( S^3 \), then use Algorithm 2 to process it.
   (ii) Otherwise, if the resultant matrix is circular, then use Method 5.3 to process it.
   (iii) Otherwise use the method from section 6 to reduce the chain lengths.

This method fully processes all component submatrices which have a maximum of one cycle. If all the component submatrices have a maximum of one cycle, then
this method determines whether the matrix is completely positive in linear-time and, if so, also outputs a minimal rank-one decomposition of it. Otherwise the method reduces the problem. As the method runs in linear-time and all known algorithms for computing the cp-rank in the general case run in exponential time [4], this is a very efficient preprocessor.

8. Number of minimal decompositions. Our method finds a single minimal rank-one decomposition set for a completely positive matrix such that every component submatrix has a maximum of one cycle. In this section we briefly look at how many minimal rank-one decomposition sets these matrices actually have. For simplicity we assume that the matrices are completely positive and connected and all the on-diagonal elements are strictly positive. We could then use section 3 to extend these results to matrices where the assumptions do not hold.

If the cp-rank of a matrix $X \in \mathcal{S}^n$ is equal to one, then it is trivial to see that it must have exactly one minimal rank-one decomposition set. Next we consider when the cp-rank of $X$ is equal to two.

**Theorem 8.1.** Let $X \in \mathbb{C}^{n \times n}$ be a connected matrix such that all the on-diagonal elements are strictly positive and $\text{cp-rank}(X) = 2$. Then the following hold:

(a) If there exists $i, j \in \{1, \ldots, n\}$ such that $(X)_{ij} = 0$, then there is exactly one minimal rank-one decomposition set.

(b) If there does not exist $i, j \in \{1, \ldots, n\}$ such that $(X)_{ij} = 0$, then there are infinitely many minimal rank-one decomposition sets.

**Proof.** This proof comes from considering the proof in [5, Theorem 2.1].

A minimal rank-one decomposition set must be of the form

$$\begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix}, \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix}.$$

We now consider the ordered set of vectors

$$\mathcal{V} = \{v_1, \ldots, v_n\} \subset \mathbb{R}^2_+$$

such that $v_i = \left( \frac{x_i}{y_i} \right)$ for all $i$.

$X$ is then the gram matrix of these vectors; i.e., $(X)_{ij} = \langle v_i, v_j \rangle$ for all $i, j$. The minimal rank-one decomposition set is unique if and only if the ordered set $\mathcal{V}$ is unique up to a swapping of the coordinates of the $v_i$’s. For $i, j = 1, \ldots, n$ such that $i < j$, let $\theta_{ij}$ be the angle between the vectors $v_i, v_j \in \mathcal{V}$, such that $0 \leq \theta_{ij} \leq \pi$.

$$\frac{(X)_{ij}}{\sqrt{(X)_{ii}(X)_{jj}}} \cdot \frac{\langle v_i, v_j \rangle}{\|v_i\| \|v_j\|} = \cos \theta_{ij}.$$

We have that

$$X_{ij} > 0 \Leftrightarrow \theta_{ij} < \pi/2 \quad \text{and} \quad X_{ij} = 0 \Leftrightarrow \theta_{ij} = \pi/2.$$

Now let $v_k, v_l$ be the pair of vectors from $\mathcal{V}$ with maximal angle $\theta_{kl}$. As $\mathcal{V} \subset \mathbb{R}^2_+$, we see that once the vectors $v_k, v_l$ are set, all the other vectors are uniquely defined and must lie between them.
Table 8.1
Properties of minimal rank-one decompositions for some matrices which are completely positive and connected and have all on-diagonal entries strictly positive. Using the results of section 3 we can extend these results to all the matrices which can be checked and decomposed by our method.

<table>
<thead>
<tr>
<th>Type</th>
<th>cp-rank</th>
<th>Number of minimal rank-one decomposition sets</th>
<th>Sketch of proof on number of minimal rank-one decomposition sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acyclic</td>
<td></td>
<td></td>
<td>From the form that a minimal rank-one decomposition set must take.</td>
</tr>
<tr>
<td></td>
<td>$n - 1$</td>
<td>1</td>
<td>Consider stopping Algorithm 1 when exactly two (consecutive) indices are remaining. This effectively leaves us with a strictly positive matrix in $\mathbb{C}^{n \times 2}$ to decompose with cp-rank equal to 2. Now use Theorem 8.1.</td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>$\infty$</td>
<td></td>
</tr>
<tr>
<td>Circular, $n = 3$</td>
<td>1</td>
<td>1</td>
<td>As the matrix has cp-rank equal to 1.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$\infty$</td>
<td>Theorem 8.1.</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$\infty$</td>
<td>Consider stopping Algorithm 2 after step 4, effectively leaving a strictly positive matrix in $\mathbb{C}^{n \times 2}$ to decompose with cp-rank equal to 2. Now use Theorem 8.1.</td>
</tr>
<tr>
<td>Circular, $n &gt; 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>1 or 2</td>
<td>Method 5.3 results in either one or two solutions for $y$. Considering acyclic matrices with cp-rank equal to $n - 1$, we see that each value of $y$ gives exactly one minimal rank-one decomposition set. This was also found in [30], where the authors found that the number of minimal rank-one decomposition sets of a completely positive circular matrix was dependent on the determinant of its comparison matrix. Method 5.3 results in either one or two solutions for $y$. Considering acyclic matrices with cp-rank equal to $n - 1$, we see that each value of $y$ gives exactly one minimal rank-one decomposition set. This was also found in [30], where the authors found that the number of minimal rank-one decomposition sets of a completely positive circular matrix was dependent on the determinant of its comparison matrix.</td>
</tr>
<tr>
<td>$G(X)$ has exactly one cycle, which is of length equal to 3</td>
<td>$n - 2$</td>
<td>1</td>
<td>From the form that a minimal rank-one decomposition set must take.</td>
</tr>
<tr>
<td></td>
<td>$n - 1$</td>
<td>$\infty$</td>
<td>Algorithm 1 followed by Algorithm 2 and considering circular matrices with $n = 3$ and cp-rank greater than or equal to 2.</td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>1 or 2</td>
<td>Algorithm 1 followed by Method 5.3 gives the form that a minimal rank-one decomposition set must take, and then we consider circular matrices with $n &gt; 3$.</td>
</tr>
</tbody>
</table>
We now look at the two cases given in the theorem.
(a) We must have that $\theta_{kl} = \pi/2$, and so $v_k$ and $v_l$ must lie on perpendicular axes. This implies that $V$ is unique up to a swapping of coordinates and therefore there is exactly one minimal rank-one decomposition set.
(b) We must have that $\theta_{kl} < \pi/2$. This gives us the freedom to rotate $V$ while keeping it within $\mathbb{R}_+^2$; therefore there must be infinitely many minimal rank-one decomposition sets.

This completes the proof of the theorem. □

In Table 8.1 we now use this result to consider different types of matrices with the conditions given at the start of this section, i.e., completely positive and connected and all the diagonal elements strictly positive. The matrices we look at can, in fact, be easily extended to all the types of matrices that our method can check and decompose. For finding the cp-rank we simply consider how our method would work through this type of matrix.
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