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Output Feedback Robust Synchronization of Networked Lur’e Systems With Incrementally Passive Nonlinearities*

Fan Zhang1, 3, Harry L. Trentelman2, Jacquelien M.A. Scherpen1

Abstract— In this paper we deal with robust synchronization problems for uncertain dynamical networks of identical Lur’e systems diffusively interconnected by means of measurement outputs. In contrast to stabilization of one single Lur’e system with a passive static nonlinearity in the negative feedback loop, in the present paper the feedback nonlinearities are assumed to be incrementally passive. We assume that the interconnection topologies among these Lur’e agents are undirected and connected throughout this paper. A distributed dynamical protocol is proposed. We establish sufficient conditions for the existence of such protocol that robustly synchronizes the Lur’e dynamical network. The protocol parameter matrices are computed in terms of the system matrices defining the individual agent, but also the second smallest and largest eigenvalues of the Laplacian matrix associated with the interconnection topology.

I. INTRODUCTION

Since collective behaviors of multiple interconnected dynamical systems are widespread in nature, technology and human society, synchronization of complex dynamical networks has an extremely appealing topic in multidisciplinary research communities over the last decade, see [4], [9], [12], [20], [24] to name just a few. This is due to the fact that complex dynamical networks have potential applications in a wide area such as spatiotemporal planning, cooperative multitasking and formation control [5], [19]. Furthermore, complex dynamical networks are being developed to be flexible, versatile and robust to communication latencies, intermittent losses of sensor measurements and asynchronous members etc., which work quite well in certain complex tasks.

Synchronization of linear multi-agent networks has been well studied, see [17], [23] and the references therein. Synchronization problems for nonlinear multi-agent networks have also been addressed since a long time ago, probably with model uncertainties, time delays, data dropouts and quantized communications etc. [1], [6], [12], [18]. In [16], a passivity-based group coordination framework was proposed, especially applicable to nonlinear multi-agent networks even if there exist communication latencies [18]. A similar idea was applied to deal with a network of static output coupled incrementally passive oscillators in [10].

However, without the assumption that each agent in the network is passive or incrementally passive, there is still no systematic approach to handle distributed coordination problems for nonlinear multi-agent networks. In [12], the authors discussed robust synchronization of linear multi-agent networks against additive perturbations of the agents’ transfer matrices for both undirected as well as directed interconnections. It was shown that a radius of uncertainties is allowed, which is proportional to the quotient of the smallest and largest nonzero eigenvalues of the underlying graph Laplacian matrix. In short, networks of non-passive agents deserve more attention.

In this paper, we consider homogeneous nonlinear multi-agent networks in which the dynamics of the individual agent is represented by a Lur’e system, i.e. a nonlinear system consisting of the negative feedback interconnection of a nominal linear system with an uncertain static nonlinearity around it [14]. Besides Chua’s circuits, many control system applications, e.g. aircrafts and flexible robotic arms, can be described by Lur’e systems. The feedback loop can represent different kinds of nonlinearities such as saturation and dead zone. In the present paper we assume the feedback nonlinearities to be incrementally passive. Incremental passivity is often used in nonlinear control systems [14], [2]. In contrast with our previous work [7], [8], here we study output feedback based distributed dynamical protocols. We stress that we do not make any assumption on passivity or incremental passivity of the agents in this paper.

To the best of our knowledge, the present work constitutes the first paper in which a treatment for output feedback based robust synchronization of Lur’e dynamical networks is given. In secure communication applications, output feedback based master-slave synchronization of two Lur’e systems has been extensively studied. In [13], they used dynamical output feedback to recover a message signal in master-slave synchronization of Lur’e systems while the measurement noise was considered. Synchronization criteria for two static output coupled Lur’e systems with time delays were derived in [21]. In addition, in [11], it was assumed that the feedback nonlinearities are slope-restricted but also precisely known. The assumption that the feedback nonlinearities are known is often employed in observer-based output feedback stabilization of Lur’e systems, see e.g. [15]. Thus the design of the above observer-based output feedback controllers does not deal with robustness, and hence addresses a different problem from the one addressed in our paper. Our dynamical protocol is provided by a general dynamical system, which receives the weighted relative measurements and the weighted relative
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protocol states, and uses these to determine the diffusive coupling inputs to the agents.

The remainder of this paper is organized as follows. Section 2 introduces some preliminaries and formulates the output feedback robust synchronization problem we are interested in. Our main results are presented in Section 3. Sufficient synchronization conditions are established and it is discussed how to compute a suitable dynamical protocol. Some concluding remarks together with suggestions for future work close the paper.

II. PRELIMINARIES AND PROBLEM STATEMENT

Let \( \mathbb{R} \) and \( \mathbb{C} \) denote the fields of real and complex numbers, respectively. We denote by \( \mathbb{R}^+ := [0, \infty) \). \( \mathbb{R}^{m \times n} (\mathbb{C}^{m \times n}) \) denotes the space of \( m \) by \( n \) real (complex) matrices. Matrices, if not explicitly stated, are assumed to have compatible dimensions. The superscript \( (\cdot)^T \) denotes the transpose of a real matrix, and the superscript \( (\cdot)^* \) denotes the conjugate transpose of a complex matrix. We denote the block diagonal matrix with matrices \( M_i, i = 1, 2, \ldots, j \), on its diagonal by \( \text{diag}(M_1, M_2, \ldots, M_j) \). \( \ast \) in a partitioned matrix means this block has no effect on the result we are interested in, and is left unspecified. The Kronecker product of the matrices \( M_1 \) and \( M_2 \) is denoted by \( M_1 \otimes M_2 \). An important property of the Kronecker product is \((M_1 \otimes M_2)(M_3 \otimes M_4) = (M_1 M_3) \otimes (M_2 M_4) \). We denote by \( \mathbf{0} \) and \( \mathbf{I} \) the zero and the identity matrices, respectively, of compatible dimensions. By \( \mathbf{1}_N \) and \( \mathbf{0}_N \) we denote the column vectors of dimension \( N \) with all the elements equal to one and zero, respectively.

In this paper, the interconnection topology of a network of bidirectionally interconnected dynamical systems is represented by an undirected graph \( \mathcal{G} \) that consists of a nonempty, finite node set \( \mathcal{V} = \{1, 2, \ldots, N\} \) and an edge set \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) with the property that \((i, j) \in \mathcal{E} \iff (j, i) \in \mathcal{E}\) for all \( i, j = 1, 2, \ldots, N \) and \( j \neq i \). We assume that the graph \( \mathcal{G} \) is simple, i.e. it does not contain any self-loop \((i, i)\) and there is at most one undirected edge between any two different nodes. An undirected path connecting nodes \( i_0 \) and \( i_1 \) is a sequence of undirected edges of the form \((i_{p-1}, i_p), p = 1, \ldots, l\). The graph \( \mathcal{G} \) is connected if there exists an undirected path between any pair of distinct nodes. The adjacency matrix \( A \) associated with the graph \( \mathcal{G} \) is defined as \( [A]_{ij} = a_{ij} > 0 \) if \((j, i) \in \mathcal{E}\) and \([A]_{ij} = 0\) otherwise, where \( a_{ij} \) is the edge weight of \((j, i)\). The degree of node \( i \) is given by \( d_i = \sum_{j=1}^{N} a_{ij} \). \( \mathcal{D} := \text{diag}(d_1, d_2, \ldots, d_N) \) is the degree matrix of the graph \( \mathcal{G} \). The Laplacian matrix of the graph \( \mathcal{G} \) is defined by \( \mathcal{L} := \mathcal{D} - A \). According to the Gershgorin circle theorem, all the eigenvalues of \( \mathcal{L} \) are nonnegative real. It is well known that \( \mathcal{L} \mathbf{1}_N = \mathbf{0}_N \), i.e. \( \mathbf{1}_N \) is an eigenvector associated with the Laplacian eigenvalue \( 0 \).

Let \( \mathcal{G} \) be an undirected graph with \( N \) nodes, where \( N \geq 2 \). The graph \( \mathcal{G} \) is connected if and only if its Laplacian eigenvalue \( 0 \) has geometric multiplicity one [17]. In this case, the eigenvalues of the Laplacian matrix \( \mathcal{L} \) associated with the graph \( \mathcal{G} \) can be ordered as \( \lambda_1 = 0 < \lambda_2 \leq \cdots \leq \lambda_N \). Furthermore, there exists an orthogonal matrix \( U = \left[ \frac{1}{\sqrt{N}} \mathbf{1}_N \mathbf{U}_2 \right] \), where \( \mathbf{U}_2 \in \mathbb{R}^{N \times (N-1)} \), such that \( U^T \mathcal{L} U = \text{diag}(0, \lambda_2, \cdots, \lambda_N) \). It is obvious that \( \mathbf{U}_2^T \mathbf{U}_2 = \mathbf{I}_{N-1} \) and \( U_2 \mathbf{U}_2^T = \mathbf{I}_N - \frac{1}{N} \mathbf{1}_N \mathbf{1}_N^T \). Denote \( \Lambda := \text{diag}(0, \lambda_2, \cdots, \lambda_N) \), which can be partitioned as \( \Lambda = \begin{bmatrix} 0 & \mathbf{0}_{N-1}^T \\ \mathbf{0}_{N-1} & \Lambda \end{bmatrix} \), where \( \Lambda := \text{diag}(\lambda_2, \cdots, \lambda_N) \).

The following lemma will play a crucial role in our main results.

Lemma 1: ([8]) For any two vectors \( a = [a_1^T, a_2^T, \ldots, a_N^T]^T \) and \( b = [b_1^T, b_2^T, \ldots, b_N^T]^T \), where \( a_i, b_i \in \mathbb{R}^n, i = 1, 2, \ldots, N, N \geq 2 \), we have

\[
\sum_{1 \leq i < j \leq N} (a_i - a_j)^T (b_i - b_j),
\]

where \( \mathcal{U}_2 \) is defined above.

Before moving on, we give the definition of minimal left annihilator of a given matrix.

Definition 1: ([22]) For a given matrix \( B \in \mathbb{C}^{m \times n} \) with rank \( r < \min\{m, n\} \), we denote by \( B^\perp \) any \( \mathbb{C}^{(m-r) \times n} \) matrix of full row rank such that \( B^\perp B = 0 \). Any such matrix \( B^\perp \) is called a minimal left annihilator of \( B \).

Note that the minimal left annihilator is only defined for matrices with linearly dependent rows. The set of all such matrices is given by \( B^\perp = T \mathcal{U}_2 \), where \( T \) is any nonsingular matrix and \( \mathcal{U}_2 \) is obtained from the singular value decomposition \( B = [U_1 \ U_2] \sum_{1 \leq i \leq \mathbb{R}^+} 0 \ [V_1^T \ V_2^T] \). Thus, for a given \( B \), \( B^\perp \) is not unique. Throughout this paper, \( B^\perp \) will denote any choice from this set of matrices.

In this paper, we consider a network of \( N(\geq 2) \) identical Lur’e systems described by (see Fig. 1.1)

\[
\begin{align*}
\dot{x}_i &= A_{p} x_i + B_{p} u_i + E_{p} d_i \\
z_i &= C_{p} x_i \\
y_i &= M_{p} x_i \\
d_i &= -\phi(z_i, t)
\end{align*}
\]

where \( x_i(t) \in \mathbb{R}^n, u_i(t) \in \mathbb{R}^m, z_i(t) \in \mathbb{R}^p \) and \( y_i(t) \in \mathbb{R}^q \) are the state to be synchronized, the diffusive coupling input, the system output and the measurement output of agent \( i \), respectively. The equation \( d_i = -\phi(z_i, t) \) represents a time-varying, memoryless, nonlinear negative feedback loop. The function \( \phi(\cdot, t) \) from \( \mathbb{R}^p \times \mathbb{R}^+ \) to \( \mathbb{R}^p \) is uncertain and can be any function from a set of functions to be specified later. \( A_{p}, B_{p}, C_{p}, E_{p} \) and \( M_{p} \) are known constant matrices of compatible dimensions. Without loss of generality, we assume that the dimensions \( m \) and \( q \) of the diffusive coupling

![Fig. 1. Lur’e System](image-url)
inputs and the measurement outputs, respectively, are strictly
less than the state space dimension \( n \). In this case the rows
of \( B_p \) are linearly dependent and thus \( B_p^\perp \) exists.
Similarly, \((M_p^T)^\perp\) exists as well. Furthermore, \( M_p \) is
assumed to have full row rank. The interconnection topology among the
agents is represented by the connected undirected graph \( \mathcal{G} \)
which is fixed.

In our paper, the agents (1) in the network \( \mathcal{G} \) are assumed
to be interconnected by means of a distributed dynamical
protocol of the form
\[
\begin{aligned}
\dot{w}_i &= A_c \cdot w_i + B_c \sum_{j=1}^{N} a_{ij} (y_i-y_j) + D_c \sum_{j=1}^{N} a_{ij} (w_i-w_j), \\
u_i &= C_c w_i
\end{aligned}
\]  
(2)

where \( w_i(t) \in \mathbb{R}^{n_c} \) is the protocol state for agent \( i \), \( A_c, B_c, \)
\( C_c \) and \( D_c \) are the parameter matrices of the protocol, and
\( A = [a_{ij}] \) is the adjacency matrix of the graph \( \mathcal{G} \). \( n_c, A_c, \)
\( B_c, C_c \) and \( D_c \) need to be determined.

Remark 1: The dynamical protocol determines the information
exchange among these agents, i.e. the connection of the protocol at agent \( i \)
receives the weighted relative measurements and the weighted relative
protocol states, uses these to determinate the diffusive coupling input
at agent \( i \), and at the same time processes these quantities to determine
the dynamics of its protocol state.

Definition 2: The network of agents (1) with the protocol
(2) is robustly synchronized if \( x_i(t) \rightarrow x_i^0 \) and \( w_i(t) \rightarrow 0 \) as \( t \rightarrow \infty \), \( \forall i, j = 1, 2, \ldots, N \), for all initial
conditions and all uncertain functions \( \phi(\cdot, t) \) from a particular
set of functions to be specified in the next section.

III. MAIN RESULTS

In this section, our main results are presented. We first establish
sufficient conditions for the protocol (2) to robustly
synchronize the network of agents (1). Subsequently we
discuss how to compute a suitable protocol.

By interconnecting (1) and (2) we get the Lur’è dynamical
network
\[
\begin{aligned}
\begin{bmatrix}
\dot{x} \\
\dot{w}
\end{bmatrix} &=
\begin{bmatrix}
I_N \otimes A_p & I_N \otimes B_p C_c \\
L \otimes B_c M_p & I_N \otimes A_c + L \otimes D_c
\end{bmatrix}
\begin{bmatrix}
x \\
w
\end{bmatrix}

- \begin{bmatrix}
I_N \otimes E_p \\
0
\end{bmatrix} \Phi(x,t), \\
z & = (I_N \otimes C_p)x
\end{aligned}
\]  
(3)

where \( x = [x_1^T, x_2^T, \ldots, x_N^T]^T, \)
\( w = [w_1^T, w_2^T, \ldots, w_N^T]^T, \)
\( \Phi(x,t) = [\phi(z_1, t)^T, \phi(z_2, t)^T, \ldots, \phi(z_N, t)^T]^T, \)
\( z = [z_1^T, z_2^T, \ldots, z_N^T]^T, \)
and \( L \) is the Laplacian matrix of the
graph \( \mathcal{G} \).

In this paper, we assume the set of uncertain functions
\( \phi(\cdot, t) \) to consist of all functions that are incrementally
passive. Incremental passivity for static systems of the form
\[
d = \phi(z,t)
\]  
(4)

with input \( z(t) \in \mathbb{R}^p \) and output \( d(t) \in \mathbb{R}^p \) is defined as
follows.

Definition 3: (2) The system (4) is called incrementally
passive if the function \( \phi(\cdot, t) \) satisfies
\[
(z_1 - z_2)^T (\phi(z_1, t) - \phi(z_2, t)) \geq 0
\]
for all \( z_1, z_2 \in \mathbb{R}^p \) and \( t \in \mathbb{R}^+ \).

In general, incremental passivity is stronger than the property
of passivity, which is defined by \( z^T \phi(z, t) \geq 0 \) for all
\( z \in \mathbb{R}^p \) and \( t \in \mathbb{R}^+ \). Passivity implies incremental passivity
for linear systems, and also for monotonically increasing
static nonlinearities [10].

The following theorem gives a condition under which the
distributed protocol (2) robustly synchronizes the network
(1).

Theorem 1: Let \( A_c \in \mathbb{R}^{n_c \times n_c}, B_c \in \mathbb{R}^{n_c \times q}, C_c \in \mathbb{R}^{m \times n_c}, D_c \in \mathbb{R}^{n_x \times n_c} \). If there exists a positive definite
matrix \( P \in \mathbb{R}^{(n+p) \times (n+p)} \) such that
\[
P(A+BH_1M) + (A+BH_2M)P < 0
\]  
(5)
and
\[
PE = C^T
\]  
(6)
for all \( i = 2, \ldots, N \), where \( A = [A_p \ 0 \ 0 \ 0_{n_c \times n_c}], B =
\begin{bmatrix}
B_p & 0 \\
0 & I_{n_c}
\end{bmatrix}, H_i = \begin{bmatrix}
0 & \lambda_i C_c \\
B_c & A_c + \lambda_i D_c
\end{bmatrix}, M = \begin{bmatrix}
M_p & 0 \\
0 & I_{n_c}
\end{bmatrix}, E = \begin{bmatrix}
E_p \\
0_{n_c \times p}
\end{bmatrix}, C = \begin{bmatrix}
C_p \\
0_{p \times n_c}
\end{bmatrix} \) then the network of agents (1) with the protocol (2) is robustly
synchronized, i.e. the Lur’e network (3) is synchronized for all incrementally
passive \( \phi(\cdot, t) \).

Proof. Let \( \mathcal{U} \) be an orthogonal matrix such that \( \mathcal{U}^T \mathcal{U} = \Lambda \) as defined in Section 2. All notation introduced in Section 2 will be used without redefinitions or statements throughout this paper. Let
\[
\begin{bmatrix}
\dot{x} \\
\dot{w}
\end{bmatrix} =
\begin{bmatrix}
0 & \mathcal{U}^T \otimes I_n \\
0 & \mathcal{U}^T \otimes I_{n_c}
\end{bmatrix}
\begin{bmatrix}
x \\
w
\end{bmatrix}
\]  
(3)
and
\[
\begin{bmatrix}
\dot{x} \\
\dot{w}
\end{bmatrix} =
\begin{bmatrix}
0 & \mathcal{U}_2^T \otimes I_{n_c} \\
0 & \mathcal{U}_2^T \otimes I_{n_c}
\end{bmatrix}
\begin{bmatrix}
x \\
w
\end{bmatrix},
\]  
(7)

where \( \ddot{x} = [\ddot{x}_1^T, \ddot{x}_2^T, \ldots, \ddot{x}_N^T]^T, \)
\( \ddot{w} = [\ddot{w}_1^T, \ddot{w}_2^T, \ldots, \ddot{w}_N^T]^T, \)
\( \dddot{x} = [\dddot{x}_1^T, \dddot{x}_2^T, \ldots, \dddot{x}_N^T]^T \) and \( \dddot{w} = [\dddot{w}_1^T, \dddot{w}_2^T, \ldots, \dddot{w}_N^T]^T \). Denote \( \tilde{w} = (\Lambda^{-1} \otimes I_{n_c}) \tilde{w} \). It follows from [12], Lemma 3.2 that \( x_i(t) \rightarrow x_i^0 \) and \( w_i(t) \rightarrow 0 \) as \( t \rightarrow \infty \), \( \forall i, j = 1, 2, \ldots, N \), if and only if \( \tilde{x}(t) \rightarrow 0 \) and \( \tilde{w}(t) \rightarrow 0 \) as \( t \rightarrow \infty \). The dynamics of \( \dddot{x} \) and \( \dddot{w} \) is given by
\[
\begin{bmatrix}
\dot{x} \\
\dot{w}
\end{bmatrix} =
\begin{bmatrix}
I_{N-1} \otimes A_p & \hat{\Lambda} \otimes B_p C_c \\
I_{N-1} \otimes B_c M_p & I_{N-1} \otimes A_c + \hat{\Lambda} \otimes D_c
\end{bmatrix}
\begin{bmatrix}
\dddot{x} \\
\dddot{w}
\end{bmatrix}

- \begin{bmatrix}
\mathcal{U}_1^T \otimes E_p \\
0
\end{bmatrix} \Phi(x,t).
\]  
(7)

Hence the robust synchronization of \( x \) and \( w \) is equivalent
to the global asymptotical stability of \( \dddot{x} \) and \( \dddot{w} \), respectively.

By Lemma 1, we have
\[
\dddot{x}^T (\mathcal{U}_1^T \otimes C_p^T) \Phi(x,t)
\]
\[
= x^T (U_d U_d^T \otimes C_p^T) \Phi(z, t),
\]
\[
= x^T (I_N \otimes C_p^T) (U_d U_d^T \otimes I_p) \Phi(z, t),
\]
\[
= z^T (U_d U_d^T \otimes I_p) \Phi(z, t),
\]
\[
= \frac{1}{N} \sum_{1 \leq i < j \leq N} \left( z_i - z_j \right)^T \left( \phi(z_i, t) - \phi(z_j, t) \right) \geq 0.
\]

Let \( P > 0 \) in (5) and (6) be appropriately partitioned as

\[
P = \begin{bmatrix}
P_1 & P_2 \\
P_2^T & P_3
\end{bmatrix}.
\]

Then (6) holds if and only if \( P_1 E_p = C_p^T \)

and \( P_2^T E_p = 0 \). Define a positive definite matrix \( P_4 \) by

\[
P_4 = \begin{bmatrix}
I_{N-1} \otimes P_1 & I_{N-1} \otimes P_2 \\
I_{N-1} \otimes P_2 & I_{N-1} \otimes P_3
\end{bmatrix}.
\]

Consider a quadratic Lyapunov function candidate

\[
V(\mathbf{x}, \bar{w}) = \frac{1}{2} \begin{bmatrix} \mathbf{x} \\ \bar{w} \end{bmatrix}^T P_4 \begin{bmatrix} \mathbf{x} \\ \bar{w} \end{bmatrix}.
\]

Obviously, \( V \) is positive definite and radially unbounded.

The time derivative of \( V \) along the trajectories of the system

(7) is given by

\[
\dot{V}(\mathbf{x}, \bar{w}) = \begin{bmatrix} \mathbf{x} \\ \bar{w} \end{bmatrix}^T P_4 \begin{bmatrix} \dot{\mathbf{x}} \\ \dot{\bar{w}} \end{bmatrix} = \begin{bmatrix}
\dot{\mathbf{x}}^T \\
\dot{\bar{w}}^T
\end{bmatrix}
\begin{bmatrix}
I_{N-1} \otimes P_1 A_p + P_2 B_c M_p + I_{N-1} \otimes P_2 A_c + \Lambda \otimes P_2 D_c \\
I_{N-1} \otimes P_2 A_p + P_2 B_c M_p + I_{N-1} \otimes P_2 A_c + \Lambda \otimes P_2 D_c
\end{bmatrix}
\begin{bmatrix}
\dot{\mathbf{x}} \\
\dot{\bar{w}}
\end{bmatrix}.
\]

\[
\dot{V}(\mathbf{x}, \bar{w}) = \sum_{i=2}^{N} \begin{bmatrix} \dot{\mathbf{x}}_i \\ \dot{\bar{w}}_i \end{bmatrix}^T \begin{bmatrix}
P_1 A_p & + P_2 B_c M_p & \lambda_i P_1 B_c C_c & + P_2 A_c & + \Lambda \otimes P_2 D_c \\
+ P_2 B_c M_p & + P_2 A_c & + \Lambda \otimes P_2 D_c & + P_2 B_c M_p & + P_2 A_c & + \Lambda \otimes P_2 D_c
\end{bmatrix}
\begin{bmatrix}
\dot{\mathbf{x}}_i \\
\dot{\bar{w}}_i
\end{bmatrix}.
\]

\[
\dot{V}(\mathbf{x}, \bar{w}) = \sum_{i=2}^{N} \begin{bmatrix} \dot{\mathbf{x}}_i \\ \dot{\bar{w}}_i \end{bmatrix}^T \begin{bmatrix}
P_1 P_2 & P_2 & \lambda_i P_1 B_c C_c & + P_2 A_c & + \Lambda \otimes P_2 D_c \\
P_2 & P_2 & + P_2 B_c M_p & + P_2 A_c & + \Lambda \otimes P_2 D_c & + P_2 B_c M_p & + P_2 A_c & + \Lambda \otimes P_2 D_c
\end{bmatrix}
\begin{bmatrix}
\dot{\mathbf{x}}_i \\
\dot{\bar{w}}_i
\end{bmatrix}.
\]

\[
\dot{V}(\mathbf{x}, \bar{w}) = \sum_{i=2}^{N} \begin{bmatrix} \dot{\mathbf{x}}_i \\ \dot{\bar{w}}_i \end{bmatrix}^T \begin{bmatrix}
P(A + B H_i M) & + P(A + B H_i M) P \dot{\mathbf{x}}_i \\
P(A + B H_i M) & + P(A + B H_i M) P \dot{\mathbf{x}}_i
\end{bmatrix}.
\]

which is negative definite. Thus the system (7) is globally asymptotically stable, i.e. the Lur'e network (3) is robustly synchronized. This completes the proof.

Below we will discuss conditions for the existence of protocol matrices \( A_c, B_c, C_c, D_c \) and a common solution

\( P > 0 \) of (5) and (6) in Theorem 1. Our first theorem gives necessary conditions.

**Theorem 2:** Assume there exists a positive integer \( n_c \),

\( A_c \in \mathbb{R}^{n_c \times n_c}, B_c \in \mathbb{R}^{n_c \times q}, C_c \in \mathbb{R}^{m \times n_c}, D_c \in \mathbb{R}^{n_c \times n_c} \)

and a positive definite matrix \( P \in \mathbb{R}^{(n+n_c) \times (n+n_c)} \) such that (5) and (6) hold for all \( i = 2, \cdots, N \). Then there exist positive definite matrices \( X_p \) and \( Y_p \) of size \( n \times n \) such that

\[
B_p^T \left( A_p X_p + X_p A_p^T \right) B_p^T < 0,
\]

\[
E_p = X_p C_p^T,
\]

\[
M_p^T \left( Y_p A_p + A_p^T Y_p \right) M_p^T < 0,
\]

\[
Y_p E_p = C_p^T,
\]

\[
Y_p - X_p^{-1} \geq 0.
\]

**Proof:** Define \( X := P^{-1} \). We get

\[
(A + B H_i M) X + X (A + B H_i M)^T < 0,
\]

for all \( i = 2, \cdots, N \) and thus

\[
B_p^T \left( A_p X_p + X_p A_p^T \right) B_p^T < 0.
\]

Similarly, we have

\[
M_p^T \left( Y_p A_p + A_p^T Y_p \right) M_p^T < 0,
\]

where \( Y := P \). Partition

\[
X = \begin{bmatrix}
X_p & X_p c_p \\
X_p^T & X_c
\end{bmatrix}, \quad Y = \begin{bmatrix}
Y_p & Y_p c_p \\
Y_p^T & Y_c
\end{bmatrix}.
\]

Note that \( B_p = [B_p^T \ 0], M_p = [M_p^T \ 0] \),\n
\[
A X + X A^T = \begin{bmatrix}
A_p X_p + X_p A_p^T & * \\
A_p^T & *
\end{bmatrix},
\]

\[
Y A + A^T Y = \begin{bmatrix}
Y_p A_p + A_p Y_p^T & * \\
Y_p^T & *
\end{bmatrix}.
\]

Then we obtain \( 8 \) and \( 10 \). We also have \( E = X C_p^T \)

and \( Y E = C_p^T \), which imply \( 9 \) and \( 11 \), respectively. Furthermore, \( X Y = I \) implies that \( X_p Y_p + X_p c_p Y_p c_p = I \)

and \( X_p Y_p + X_p Y_p c_p = 0 \). Thus

\[
Y_p - X_p^{-1} = Y_p c_p Y_p c_p^{-1} Y_p^T \geq 0,
\]

i.e. \( 12 \) holds.

We will now show that the necessary conditions obtained

in Theorem 2 above are almost sufficient. In fact, if we replace the inequality \( 12 \) by it strict version

\[
Y_p - X_p^{-1} > 0,
\]

we obtain sufficient conditions for the existence of \( A_c, B_c, C_c, D_c \) and \( P > 0 \) such that (5) and (6) hold for all \( i = 2, \cdots, N \).

Our following protocol design is inspired by the measure-

ment feedback \( \mathcal{H}_\infty \)-optimization controller construction for

general linear systems in [3].

**Theorem 3:** There exists a positive integer \( n_c \) and matrices

\( A_c \in \mathbb{R}^{n_c \times n_c}, B_c \in \mathbb{R}^{n_c \times q}, C_c \in \mathbb{R}^{m \times n_c}, D_c \in \mathbb{R}^{n_c \times n_c}, P > 0 \in \mathbb{R}^{(n+n_c) \times (n+n_c)} \) such that (5) and (6) hold for all \( i = 2, \cdots, N \) if there exist positive definite matrices \( X_p \) and \( Y_p \) of size \( n \times n \) such that \( 8, 9, 10, 11 \) and
\[
Z_p(\lambda_1 B_p C_c + A_c + \lambda_1 D_c) + (\lambda_1 B_p C_c + A_c + \lambda_1 D_c)^T Z_p \\
= Z_p \left[ -\lambda_1 B_p F + A_p + Z_p^{-1} Y_p G M_p + \Delta_1 + \lambda_1 (B_p F + \Delta_2) \right] + \left[ -\lambda_1 B_p F + A_p + Z_p^{-1} Y_p G M_p + \Delta_1 + \lambda_1 (B_p F + \Delta_2) \right]^T Z_p \\
= Z_p A_p + A_p^T Z_p + Y_p G M_p + M_p^T G^T Y_p + Z_p (\Delta_1 + \lambda_1 \Delta_2) + (\Delta_1 + \lambda_1 \Delta_2)^T Z_p \\
= Z_p A_p + A_p^T Z_p + Y_p G M_p + M_p^T G^T Y_p + Z_p \left[ \tau Z_p^{-1} (A_p^T X_p^{-1} + X_p^{-1} A_p) - \lambda_1 Z_p^{-1} \left( (1 - \tau) F^T B_p^T X_p^{-1} - \tau X_p^{-1} B_p F \right) \right] \\
+ \left[ \tau Z_p^{-1} (A_p^T X_p^{-1} + X_p^{-1} A_p) - \lambda_1 Z_p^{-1} \left( (1 - \tau) F^T B_p^T X_p^{-1} - \tau X_p^{-1} B_p F \right) \right]^T Z_p \\
= Z_p A_p + A_p^T Z_p + Y_p G M_p + M_p^T G^T Y_p + 2 \tau (A_p^T X_p^{-1} + X_p^{-1} A_p) \\
- \lambda_1 (1 - \tau) F^T B_p^T X_p^{-1} + \lambda_1 \tau X_p^{-1} B_p F - \lambda_1 (1 - \tau) X_p^{-1} B_p F + \lambda_1 \tau F^T B_p^T X_p^{-1} \\
= (Y_p^{-1} A_p + A_p^T (Y_p - X_p^{-1})) + Y_p G M_p + M_p^T G^T Y_p + 2 \tau R_F^i - \lambda_1 F^T B_p^T X_p^{-1} - \lambda_1 X_p^{-1} B_p F \\
= Y_p R_G Y_p - R_F^i + 2 \tau R_F^i \\
(17)
\]

By Finsler’s lemma [22], (8) and (10) imply that there exist \( r_2 > 0 \) and \( r_1 > 0 \) such that (14) and (15) hold, respectively. Thus we have
\[
R_F^i \leq (A_p + \lambda_2 B_p F)^T X_p^{-1} + X_p^{-1} (A_p + \lambda_2 B_p F) < 0
\]
for all \( i = 2, \ldots, N \), and \( R_G < 0 \). Since we choose \( \tau \in (0, 1) \) such that \( Y_p R_G Y_p < (1 - \tau) R_F^N \), and \( R_F^N \leq R_F^{N+1} \leq \cdots \leq R_F^2 \), we get \( Y_p R_G Y_p < (1 - \tau) R_F^i \) for all \( i = 2, \ldots, N \). Note that such \( \tau \) always exists and the largest Laplacian eigenvalue is involved.

Denote \( A_i := A + B H_i M \). Then (5) holds if and only if
\[
\hat{P} \hat{A}_i + \hat{A}_i^T \hat{P} < 0, \quad i = 2, \ldots, N, \quad (16)
\]
where
\[
\hat{P} = S^T P S = \begin{pmatrix} X_p^{-1} & 0 \\ 0 & Z_p \end{pmatrix},
\]
\[
\hat{A}_i = S^{-1} A_i S = \begin{pmatrix} A_p + \lambda_1 B_p C_c & -\lambda_1 B_p C_c \\ A_p - B_c M_p + \lambda_1 B_p C_c - A_c - \lambda_1 D_c & -\lambda_1 B_p C_c + A_c + \lambda_1 D_c \end{pmatrix},
\]
and \( S = S^{-1} = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} \). By straightforward computation, the (1, 1) block of the left hand of (16) turns out to be \( R_F^i \).

The (2, 2) block can be computed to be equal to
\[
Z_p (A_p - B_c M_p + \lambda_1 B_p C_c - A_c - \lambda_1 D_c) - \lambda_1 C_c B_p^T X_p^{-1} \\
= Z_p \left[ A_p + Z_p^{-1} Y_p G M_p + \lambda_1 B_p F - \left[ A_p + Z_p^{-1} Y_p G M_p + \lambda_1 Z_p^{-1} \left( (1 - \tau) F^T B_p^T X_p^{-1} - \tau X_p^{-1} B_p F \right) \right] \\
- \lambda_1 (1 - \tau) F^T B_p^T X_p^{-1} \right] = -\tau R_F^i.
\]

The (2, 2) block can be computed to be equal to \( Y_p R_G Y_p - R_F^i + 2 \tau R_F^i \), see (17). Thus the left hand of (16) equals
\[
\begin{pmatrix} R_F^i & 0 \\ 0 & Y_p R_G Y_p - (1 - \tau) R_F^i \end{pmatrix} + \tau \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \otimes R_F^i
\]
for all \( i = 2, \ldots, N \). The latter equals

Proof. Obviously, by (9) and (11), the proposed \( P = \begin{pmatrix} Y_p & -Z_p \\ -Z_p & Z_p \end{pmatrix} \) satisfies (6). Next we will show that (5) also holds for all \( i = 2, \ldots, N \). Obviously, the protocol has the same state dimension as the agents, i.e. \( n_e = n \).
for all $i = 2, \cdots, N$. Obviously, the first term above is negative definite and the second one is negative semi-definite since $\begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix} \geq 0$ and $R_i^F < 0$. Therefore, (16) and also (5) hold for all $i = 2, \cdots, N$. This completes the proof. □

Remark 2: Note that there is a gap between the necessary conditions obtained in Theorem 2 and the sufficient conditions obtained in Theorem 3, i.e. we need the strict inequality (13) to hold instead of the non-strict one. The conditions in Theorem 2 are quite close to necessary and sufficient conditions for Theorem 3. However, at this moment it is unclear how to close this gap. This is an interesting problem for future research.

IV. CONCLUSIONS

In this paper we have discussed output feedback robust synchronization of homogeneous Lur’e networks with incrementally passive nonlinearities. Sufficient conditions for the existence of distributed dynamical protocols to robustly synchronize such multi-agent networks have been given. The protocol parameter matrices are computed by solving LMI’s, which can be easily done by using the LMI Control Toolbox in Matlab. The robust output synchronization problem for such multi-agent networks could be a possible topic for future research.
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