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1 Introduction

Benchmarking problem arises when time series data for the same target variable measured at different time frequencies are inconsistent. That is, benchmarking deals with the problem when a series of high-frequency data (e.g., quarterly data) do not match the same series of low-frequency data (e.g., annual data). The low-frequency data, called in the literature as the benchmark series, are usually of high precision and provide reliable information on the aggregate level and long-term movements of economic time series. On the other hand, low-frequency data are less precise but are timely and provide the only information about the short-term movements in the series (see e.g. Dagum and Cholette 2006). Hence, the problem is to estimate/revise the available high-frequency data, also called the preliminary or indicator series, such that they are in line with the fixed benchmark series. Such adjustments, however, have to maximally take the relative strengths of the benchmark and preliminary series into account. That is, the obtained high-frequency data should preserve as much as possible the short-term movements in the indicator series under the restrictions stemming from the benchmark series that in turn display the long-term movements of the same data.\footnote{The related problem, which is not the focus of this paper, is the so-called temporal disaggregation. It deals with the similar problem where a preliminary series is not for the same target variable as the benchmark series. For example, total taxes can be used as the preliminary series for taxes on wholesale trade. Another important difference is that while benchmarking involves one preliminary series vis-a-vis one benchmark series, in temporal disaggregation one might have several indicator series (often measured in different units).}

Two types of methods have been developed for benchmarking problems: mathematical and statistical methods. The main distinction between these approaches is that a mathematical (resp. statistical) model treats the estimation process of the unknown high-frequency series as deterministic (resp. stochastic) and considers the benchmark (annual) constraints as binding (resp. either binding or non-binding). The most widely used mathematical approaches are the variants of Denton (1971) adjustment method, and Causey and Trager (1981) growth rate preservation method. The most commonly used statistical approaches are the variants of Chow and Lin (1971) regression methods, and time-series ARIMA and generalized regression-based methods (for details see e.g., Dagum and Cholette 2006).

Chen (2007) is an excellent recent study that assesses the performance of various mathematical and statistical methods for benchmarking using 60 series from the US national economic accounts. The conclusion of this work is that “the modified Denton proportional first difference method outperforms the other methods,
though the Causey-Trager growth preservation model is a close competitor in certain cases”. Further, Chen and Andrews (2008) state that in the US “[a]ccording to the current revision policy, quarterly or monthly estimates of the 3 most recent years are revised during annual revisions” (p. 32). Evidently, such revision policies do not allow statistical agencies to use time series techniques because the number of yearly observations is quite small. Given this restriction and the results of Chen’s (2007) study, the “Bureau of Economic Analysis has adopted a new method for the interpolation of quarterly and monthly estimates in the national accounts. The new method uses a variant of the Denton procedure” (Chen and Andrews 2008, p. 31). In fact, the variants of Denton’s procedure are widely used by national statistical institutes of other countries as well (see e.g., Bikker et al. 2010). On the other hand, the growth preservation method of Causey and Trager (1981) is used by the US Census Bureau for benchmarking monthly and quarterly series to the corresponding annual survey values (see e.g., Brown 2010, Titova et al. 2010). Thus, in this study we also focus on the above mentioned mathematical methods.

The purpose of this paper is twofold. First, we argue that, in general, benchmarking methods should be based on the principle of movement and sign preservation, which states that (i) short-term movements in the observed high-frequency data should be reproduced in its benchmarked series and (ii) the signs of the original elements should be kept in the benchmarked series. In the literature, however, much attention is given only to the principle of movement preservation which has to do with only the first part of the movement and sign preservation principle. That is, it states that the benchmarked series should reproduce the movement in the original series. The justification is that the short-term movement in the original data is the only available information. However, we think once the series with both positive and negative elements are considered, this principle becomes insufficient because extra important information about the signs of the original elements is disregarded and the movement preservation does not guarantee signs preservation. Given that there are abundant socio-economic series that are volatile and allow for both positive and negative values, we believe that instead the principle of movement and sign preservation should be the basis for benchmarking methods.

Second, we propose two alternative benchmarking methods that by construction take care of the mentioned principle. These methods are based on entropy formalism, which takes its origin from information theory as developed by Shannon (1948) and the work of Kullback and Leibler (1951), Janes (1957a) and Janes (1957b). We write the additive first difference (AFD) and proportional first difference (PFD)
benchmarking principles in a form consistent with a generalized cross-entropy (GCE) framework of Golan et al. (1996). The important features of the AFD and PFD entropy-based benchmarking methods are the possibility of using any prior beliefs or non-sample information about the signs, magnitudes, and/or ranges of plausible values of any time series within the GCE framework, flexibility of choosing any kind of binding and/or nonbinding benchmarking constraints, their applicability to any number of yearly observations for revision purposes, and access to the derived reliability estimates (factors) of each element of the benchmarked series.

We also provide theoretical foundation for the so-called pro rata distribution method and generalize it to benchmarking of time series with both positive and negative elements. In our illustrative examples we perform an assessment test of the generalized pro rata distribution, the widely used AFD and PFD variants of the Denton procedure, the Causey-Trager growth rate preservation method, and the proposed entropy-based benchmarking methods. The results show that the entropy-based methods do perform as well as the widely used benchmarking methods, and maybe even preferred in cases of sign-volatile series benchmarking.

The rest of the paper is organized as follows. In Section 2 we briefly discuss the variants of Denton method and the Causey-Trager growth preservation model and show why they may violate the movement and sign preservation principle. In Section 3 we generalize the pro rata distribution to benchmarking of sign-volatile time series, thus provide theoretical foundation to this method. In Section 4 we present the entropy-based benchmarking methods. All the methods are compared on two illustrative examples of benchmarking in Section 4. Section 5 concludes.

2 Denton and Causey-Trager methods

In benchmarking problems we have a preliminary (or indicator) series that do not satisfy its benchmark (e.g., annual) constraints. Hence, the problem is estimating a new high-frequency series as close as possible to the indicator series that are consistent with the low-frequency (benchmark) series of the same target variable.

2.1 Preliminaries

Without loss of generality, assume that the time series of interest covers $t = 1, \ldots, T$ years and each year series has $m = 1, \ldots, M$ sub-periods. Let $\mathbf{z}_t$ and $\mathbf{x}_t$ be, respectively, the $M \times 1$ vectors of observed (indicator) and estimated high-frequency
(benchmark) series for year $t$.\footnote{Matrices are given in bold capital letters; vectors in bold lower case letters; and scalars in italicized lower/capital case letters. Vectors are columns by definition, thus row vectors are obtained by transposition, indicated by a prime. The null vector and the summation vector of ones of appropriate dimensions are denoted by $\mathbf{0}$ and $\mathbf{1}$, respectively.} Thus, the preliminary and benchmarked series can be compactly written by the $MT \times 1$ vectors $\mathbf{z} = (\mathbf{z}_1', \ldots, \mathbf{z}_T')'$ and $\mathbf{x} = (\mathbf{x}_1', \ldots, \mathbf{x}_T')'$. Further, the benchmark (say, annual) series is denoted by the $T \times 1$ vector $\mathbf{y} = (y_1, \ldots, y_T)'$.\footnote{Note the difference between the benchmark and benchmarked series. While the benchmark series represents the fixed low-frequency data, the benchmarked series is the adjusted high-frequency data that is consistent with the benchmarking constraints.} For example, $y_t$ can be the annual total of a sub-annual series of year $t$ for some flow variable (say, GDP), or the value of the last element of a sub-annual series of year $t$ for certain stock variable (say, population). Let the $M \times 1$ vector $\mathbf{b}$ be a generalized coefficients vector that defines the benchmarking constraints of interest. For the above mentioned cases, for example, we will have $\mathbf{b} = (1, \ldots, 1)' = \mathbf{z}$ for flow variables and $\mathbf{b} = (0', 1)'$ for stock variables. Consider the following $T \times MT$ matrix

$$
\mathbf{B} = \begin{bmatrix}
\mathbf{b}' & 0' & \cdots & 0' \\
0' & \mathbf{b}' & \cdots & 0' \\
\vdots & \vdots & \ddots & \vdots \\
0' & 0' & \cdots & \mathbf{b}'
\end{bmatrix},
$$

which can simply be defined as $\mathbf{B} = \mathbf{I}_T \otimes \mathbf{b}'$ with $\mathbf{I}_T$ and $\otimes$ denoting the $T$-square identity matrix and the Kronecker product, respectively. Hence, the benchmark-consistency constraints can be compactly written as

$$
\mathbf{Bx} = \mathbf{y}. \tag{1}
$$

Obviously, the benchmarking problem arises because $\mathbf{Bz} \neq \mathbf{y}$, i.e., the original series $\mathbf{z}$ is not consistent with the benchmark series $\mathbf{y}$. Thus, there is a need for adjustments in $\mathbf{z}$ that results in a new high-frequency data $\mathbf{x}$ such that (1) holds.\footnote{In fact, the inequality in $\mathbf{Bz} \neq \mathbf{y}$ does not have to be element-wise inequality and generally means the existence of at least one strict inequality sign. That is, there might exist such $\mathbf{z}_k$’s not for all years that are consistent with their benchmark values, i.e., $\mathbf{b}'\mathbf{z}_k = y_k$.}

### 2.2 Denton’s benchmarking methods

Denton (1971) used the following penalty function as a measure of the distance between the indicator and benchmarked series:
The form of the matrix $A$ defines the following variants of the original Denton method for benchmarking:

1. **additive level difference** (ALD) variant if $A = I$,
2. **additive first difference** (AFD) variant if $A = D'D$,
3. **additive second difference** (ASD) variant if $A = (D^2)'D^2$,
4. **proportional level difference** (PLD) variant if $A = \hat{z}^{-1}\hat{z}^{-1}$,
5. **proportional first difference** (PFD) variant if $A = \hat{z}^{-1}D'D\hat{z}^{-1}$, and
6. **proportional second difference** (PSD) variant if $A = \hat{z}^{-1}(D^2)'D^2\hat{z}^{-1}$,

where

\[
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
-1 & 1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1
\end{bmatrix}_{T \times T}.
\] (3)

In what follows we will discuss only the AFD and PFD variants of the Denton procedure since namely these methods are widely used in practice. It is not difficult to derive that the AFD and PFD penalty functions have the following forms:

\[
f_{AFD} = (x_1 - z_1)^2 + \sum_{j=2}^{N} [(x_j - z_j) - (x_{j-1} - z_{j-1})]^2, \tag{4}
\]

\[
f_{PFD} = \left(\frac{x_1}{z_1} - 1\right)^2 + \sum_{j=2}^{N} \left(\frac{x_j}{z_j} - \frac{x_{j-1}}{z_{j-1}}\right)^2, \tag{5}
\]

where $N = MT$. From (4) it follows that with the AFD Denton procedure the benchmarking problem boils down to minimization of the overall sum of squares of the period-to-period level changes of the benchmarked and indicator series subject to benchmarking constraints (1). The PFD Denton approach (5), on the other hand, is based on the minimization of the sum of squares of the corresponding period-to-period proportional changes, again subject to the benchmarking constraints (1).

Note that Denton imposed the following initial conditions: $x_0 = z_0$ for his AFD method, and $x_0 = z_0$ and $x_{-1} = z_{-1}$ for his PFD approach. These conditions essentially mean that no adjustments to the original series are allowed outside the range of a sample. It has been argued that these initial conditions introduce a
transient movement at the beginning of the series that goes at odd with the principle of movement preservation (see e.g., Helfand et al. 1977, Dagum and Cholette 2006). This issue is solved in the so-called *modified* Denton procedure, where the first terms in (4) and (5) are omitted. The list of the variants of the modified Denton method are similar to the list provided above with minor changes: for the AFD and PFD variants instead of $D$ in (3) one uses the matrix $D_f$, whereas for the ASD and PSD variants instead of $D^2$ one uses the matrix $D_s$ that are defined as follows:

$$\begin{align*}
D_f &= \begin{bmatrix}
-1 & 1 & 0 & \cdots & 0 & 0 \\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1
\end{bmatrix}, \\
D_s &= \begin{bmatrix}
1 & -2 & 1 & 0 & \cdots & 0 \\
0 & 1 & -2 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -2 & 1
\end{bmatrix}.
\end{align*}$$

It is important to find out what are in fact the benchmarked series $x_j$ equal or close to when the widely used AFD and PFD Denton methods are applied in practice. Let us for the moment consider a case when the benchmarking constraints (1) are ignored. Then the optimal condition for the AFD Denton problem, $\partial f_{AFD}/\partial x_j = 0$, results in the following solution

$$x^*_j = z_j + \frac{(x^*_{j+1} - z_{j+1}) + (x^*_j - z_{j-1})}{2}, \quad j \neq 1, N, \quad (7)$$

i.e., the difference between the benchmarked and indicator values, $x^*_j - z_j$, is exactly equal to the average of the two neighboring corresponding level differences. If the benchmarking constraints (1) are not satisfied, then the problem must take them into account (in a Lagrangian setting). However, in that case also depending on the degree of violation of the benchmark-consistency constraints the solution will tend to be as close as possible to the solution (7).

In the case of the PFD Denton method the first-order condition, $\partial f_{PFD}/\partial x_j = 0$, again ignoring (1), yields

$$x^*_j = \frac{z_j}{2} \left( \frac{x^*_{j+1}}{z_{j+1}} + \frac{x^*_j}{z_{j-1}} \right), \quad j \neq 1, N, \quad (8)$$

i.e., the ratio of the benchmarked and indicator values, $x^*_j/z_j$, is exactly equal to the arithmetic average of the two neighboring corresponding ratios. Whenever the benchmarking constraints (1) are taken care of, the solution of the PFD Denton

---

5The solution of all variants of Denton procedure are given in equation (2.2) in Denton (1971, p. 100). We should note that in terms of notations Denton’s $B$ is our $B'$. 
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method again will tend to be as close as possible to that given in (8).

These observations imply the following important outcomes.

1. The AFD and PFD variants of the Denton method are, in fact, smoothing methods. For example, from (7) it follows that if \( z_j = 0 \) but its adjacent level differences \( (x_{j-1}^* - z_{j-1}) \) and \( (x_{j+1}^* - z_{j+1}) \) are positive, then the estimated \( x_j \) will be positive either (and not zero).\(^6\) In the literature, however, it is usually claimed that only the first- and second-difference variants of Boot et al. (1967) approach are smoothing methods, which are used for generating high-frequency data in the absence of benchmark series (see e.g., Eurostat 1999, p. 155).

2. The first observation also implies that the proportional difference versions of the Denton procedure better preserve (close to) zero values from \( z \) onto \( x \) than their corresponding additive difference variants (see e.g., (8)). This partly explains why the PFD Denton method is in many cases preferred by benchmarking practitioners over its AFD version.

3. If the indicator series are volatile and admit both positive and negative values, then, provided that the benchmarking constraints are taken into account, (7) and (8) imply the possibility of obtaining an unacceptable sign-changing outcome. That is, one can have \( x_j^* < 0 \) with \( z_j > 0 \) and vice versa. Thus, the AFD and PFD Denton methods violate the principle of movement and sign preservation.

### 2.3 Causey and Trager’s benchmarking method

Causey and Trager (1981) consider a different non-linear minimization problem, where the target of preservation is the period-to-period growth rate of the indicator series. The corresponding objective function has the form

\[
f_{CT} = \sum_{j=2}^{N} \left( \frac{x_j}{x_{j-1}} - \frac{z_j}{z_{j-1}} \right)^2.
\]

Causey-Trager (CT) growth rate preservation method is referred to as the “ideal” benchmarking method because growth rate is considered to be a natural measure of movement of time series (see e.g., Helfand et al. 1977, Di Fonzo and Marini 2010).

\(^6\)In empirical applications of the modified PFD Denton method, whenever \( z_j = 0 \) its inverse \( 1/z_j \) is not defined. If such cases arise, one may simply replace them with small numbers. It should be mentioned that the original Denton method avoids using these reciprocals, hence there is no need for bothering about zero entries in \( z \) (see equation (3.4) and discussions of its practical use in Denton (1971), p. 100).
In contrast to Denton method, the CT method that is based on minimization of (9) subject to (1) does not have analytical solution. Hence, numerical methods are called for in order to find the solution of the CT benchmarking approach.\footnote{For finding the CT solution, following Di Fonzo and Marini (2010) we use MATLAB built-in function \textit{fmincon} and its option of \textit{interior-point} algorithm.}

As before, if we ignore the benchmark-consistency constraints (1), the first-order condition of the CT problem, $\partial f_{CT}/\partial x_j = 0$, can be derived as

$$x_j^* = x_{j-1}^* \left[ \frac{z_j}{z_{j-1}} + \left( \frac{x_{j+1}^*}{x_j^*} - \frac{z_{j+1}}{z_j} \right) \frac{x_{j+1}^*/x_j^*}{z_{j+1}/x_{j-1}^*} \right], \quad j \neq 1, N. \tag{10}$$

Equation (10) implies that ignoring benchmarking constraints, the optimal growth rates in the benchmarked series, $x_j^*/x_{j-1}^*$, equal the corresponding growth rates of the indicator series, $z_j/z_{j-1}$, plus the difference of the next period growth rates of the benchmarked and indicator series, weighted by the ratio of the benchmarked growth rates of the next and current periods. When benchmarking constraints are taken into account, the CT outcome \textit{tends to} be as close as possible to the solution (10). Thus, all three observations made earlier with respect to the AFD and/or PFD variants of the Denton method also hold for the CT solution.

### 3 Generalized pro rata distribution method

Consider the case when the preliminary and benchmark series include only positive elements. In this section we focus on benchmarking constraints as the sum of flow variables, i.e., $b = r$.\footnote{A more general form for flow variables is $b = a \times r$, where $a$ is a nonnegative real number. For example, if the annual constraints represent the averages of quarterly data, then $a = 1/4$. However, all these forms can be easily transformed into the simple summation conditions with unit weights by dividing the observed data by $a$. Then the derived solution has to be translated back to the original scales by multiplying by $a$. Pro rata distribution approach to benchmarking stock variables is discussed in the Appendix.} The pro rata distribution makes the indicator series consistent with its benchmark series simply by distributing the benchmark values (annual totals) in proportion to the shares of the sub-period elements in the corresponding indicator aggregates, i.e.,

$$x_t = z_t \times \left( \frac{y_t}{y^t z_t} \right) \quad \text{for all } t = 1, \ldots, T. \tag{11}$$

From (11) it is evident that adjustments of the sub-period elements in one year of the indicator series is completely independent from that of the other years. Thus,
pro-rata distribution method introduces unacceptable discontinuities into the benchmarked time series, which can be easily recognized by an abrupt upward and/or downward steps in the charts of the benchmark-to-indicator ratios. In the benchmarking literature this is known as the *step problem*, which evidently goes at odd with the principle of movement preservation.

How does the pro rata distribution work when the time series of interest includes both positive and negative elements? It turns out that this method also has a theoretical foundation similar to the Denton and Causey-Trager approaches discussed in the previous section. Consider the following objective function:

\[
f_{GRAS} = \sum_{j=1}^{N} |z_j| \left( h_j \ln \left( \frac{h_j}{e} \right) + 1 \right),
\]

where \( |z_j| \) is the absolute value of the indicator series \( z_j \), \( e \) is the base of the natural logarithm, and the benchmark-to-indicator ratio is defined as \( h_j \equiv x_j/z_j \) for all \( j = 1, \ldots, N \) whenever \( z_j \neq 0 \) and \( h_j = 1 \) for \( z_j = 0 \).

Function (12) is the objective used in the so-called generalized RAS (GRAS) framework for updating input-output tables by Junius and Oosterhaven (2003) and Lenzen et al. (2007), and for estimating supply and use tables by Temurshoev and Timmer (2011). The GRAS function is also somewhat similar to the well-known information-based entropy measure. Minimizing this function subject to certain constraints implies that the benchmarked value \( x_j \) is as close as possible to the corresponding indicator value \( z_j \) for all \( j \). To see this, first, observe that for \( h_j = 1 \) the value of (12) is zero, which is its minimum possible value. Second, if we ignore the benchmarking constraints, the first-order condition, \( \partial f_{GRAS} / \partial h_j = 0 \), gives \( \ln(h_j) = 0 \), which is equivalent to

\[
x_j^* = z_j.
\]

Whenever the GRAS function (12) is minimized subject to the benchmarking constraints \( \mathbf{t}' \mathbf{x}_t = y_t \) for all \( t = 1, \ldots, T \), the solution will tend to be as close as possible to that given in (13). Thus, compared to the AFD and PFD Denton procedures and the Causey-Trager (CT) growth preservation method, the GRAS-like benchmarking approach will ensure that the level of each element in the benchmarked series is maximally close to the corresponding level of the indicator series (compare (13) to (7), (8) and (10)).

Let us define \( \mathbf{p}_t \) as a vector with all non-negative entries of \( z_t \) and \( \mathbf{n}_t \) as a vector
containing absolute values of the negative elements of \( z_t \), i.e., \( z_t = p_t - n_t \) for all \( t = 1, \ldots, T \). In the Appendix we show that the solution of minimization of (12) subject to the benchmarking constraints \( t'x_t = y_t \) is

\[
x_t = p_t \times s_t - n_t/s_t \quad \text{for all } t = 1, \ldots, T,
\]

where \( s_t > 0 \) is an annual adjustment factor for year \( t \) and is defined as

\[
s_t = \begin{cases} 
0.5 \times \left[ y_t + \sqrt{y_t^2 + 4 \times (t'p_t) \times (t'n_t)} \right] / t'p_t & \text{if } t'p_t > 0, \\
-t'n_t/y_t = t'z_t/y_t & \text{if } t'p_t = 0.
\end{cases}
\]

Consider a time series of positive elements only. Then, we have that \( p_t = z_t \) and \( n_t = 0 \), and therefore (14) and (15) together boil down to the standard pro rata distribution formula (11). If, on the other hand, the time series of interest consists of only non-positive elements, \( z_t < 0 \), then \( p_t = 0 \) and \( n_t = -z_t \). Thus, from (15) it follows that \( s_t = t'z_t/y_t \), which is still positive as in this case it must be also true that \( y_t < 0 \). Thus, (14) boils down to \( x_t = -n_t/s_t = z_t y_t / (t'z_t) \), which is again the standard pro rata distribution solution. Therefore, we call the solution (14)-(15) as a generalized pro rata distribution method since it allows the indicator series to include both positive and negative elements (in an arbitrary order).

In the generalized pro rata distribution (14) all the positive elements of the indicator series of year \( t \) are adjusted by the same adjustment factor \( s_t > 0 \), while all the strictly negative entries of \( z_t \) are adjusted by \( 1/s_t > 0 \). The intuition for this proportional adjustment is simple. Assume that \( t'z_t < y_t \), then in order to ensure the benchmarking constraint \( t'x_t = y_t \) it must be the case that during the adjustment procedure all the positive entries in the indicator series for year \( t \) increase, while the absolute values of all the negative elements in \( z_t \) decrease. This is exactly what happens with (14) with \( s_t > 1 \). Since the annual adjustment factor is a strictly positive number, from (14) also follows that the signs of the elements of the indicator series are kept into the benchmarked series. The sign preservation property is another distinguishing feature of the generalized pro rata distribution from the AFD and PFD Denton methods and CT benchmarking approach. However, as we noted above the generalized pro rata distribution violates the principle of movement preservation due to the resulting step problem.
4 Entropy-based benchmarking methods

In this section we first discuss briefly a generalized cross-entropy approach to recovering parameters in underdetermined or ill-posed systems. Then this approach is applied to benchmarking problems when the principle of movement preservation is defined in terms of additive first difference and proportional first difference preservation of the indicator series.

4.1 Generalized cross-entropy approach

We consider the following linear inverse problem with noise formulation (see Golan et al. 1996):

\[ \hat{y} = \Gamma x + e, \quad (16) \]

where \( \hat{y} \) is an \( I \)-dimensional vector of observables (not to be confused with the benchmark series \( y \)), \( x \) is a \( N \)-dimensional vector of unknown parameters (or the benchmarked series for our purposes), \( \Gamma \) is a known non-square linear operator matrix, and \( e \) is a disturbance vector. It is often the case that \( N > I \) implying that the system (16) is underdetermined or ill-posed. That is, in a familiar regression setting we will have the number of parameters larger than the number of observations, thus the traditional methods such as OLS cannot be applied to estimate \( x \).

Entropy-based methods can handle ill-posed problems, which are the core of a generalized cross-entropy (GCE) approach developed by Golan et al. (1996). Entropy formalism is based on information theory as developed by Shannon (1948) and the studies of Kullback and Leibler (1951), Janes (1957a) and Janes (1957b).

The GCE starting point is that one has to use his/her limited prior or non-sample information about the unknown parameters \( x \) (also called the signal component) and noise component \( e \). This information includes prior beliefs about the signs, magnitudes, and/or ranges of plausible values of these unknown components. Then one constructs discrete random variables with prior weights (probabilities) and finite supports that is consistent with the given non-sample information about \( x \) and \( e \).\(^9\)

Accordingly, the linear inverse problem is reparametrized in terms of discrete random variables on bounded supports, and the estimation problem becomes recovering “posterior” probability distributions for \( x \) and \( e \) consistent with the available prior information and the observed sample information.

\(^9\)“It is important to note that the random variables are merely conceptual devices used to express the prior and sample knowledge in a mutually compatible format” (Golan et al. 1996, p. 86).
Following Golan et al. (1996), let us first represent \( x \) by expectations of random variables with compact supports. That is, \( x_j \) is treated as a discrete random variable with a compact support of \( K \) possible outcomes \( r_j = (r_{j1}, \ldots, r_{jK})' \), where \( 2 \leq K < \infty \), and \( r_{j1} \) and \( r_{jK} \) are the plausible lower and upper bounds (extreme values) of \( x_j \). Hence, \( x_j \) is expressed as a convex combination

\[
x_j = \sum_{k=1}^{K} r_{jk} \tilde{p}_j = r_j' \tilde{p}_j,
\]

where \( \tilde{p}_j \) is a \( K \)-dimensional vector of positive weights (probabilities) that sum to one (not to be confused with \( p_t \) from Section 3). These convex combinations can be assembled in matrix form so that \( x \) may be written as

\[
x = R \tilde{p} = \begin{bmatrix}
  r_1' & 0' & \cdots & 0' \\
  0' & r_2' & \cdots & 0' \\
  \vdots & \vdots & \ddots & \vdots \\
  0' & 0' & \cdots & r_N' \\
\end{bmatrix}
\begin{bmatrix}
  \tilde{p}_1 \\
  \tilde{p}_2 \\
  \vdots \\
  \tilde{p}_N \\
\end{bmatrix},
\]

(17)

where \( R \) is a \( N \times NK \) matrix, \( \tilde{p} \) is a \( NK \)-dimensional vector of weights, and \( 0 \) is a null vector of appropriate dimension (here it is a \( K \)-dimensional vector).

Similarly, one can represent his/her uncertainty about the outcome of the error process by treating each \( e_i \) as a finite discrete random variable with \( 2 \leq J < \infty \) possible outcomes. Suppose there exist extreme values \( v_{i1} \) and \( v_{iJ} \) for each \( e_i \) such that \( 1 - Pr(v_{i1} < e_i < v_{iJ}) \) may be made arbitrarily small. Each disturbance then can be written as

\[
e_i = \sum_{j=1}^{J} v_{ij} w_{ij} = v_i' w_i,
\]

where \( v_i = (v_{i1}, \ldots, v_{iJ})' \) is a finite support for \( e_i \) and \( w_i = (w_{i1}, \ldots, w_{iJ})' \) is a \( J \)-dimensional vector of positive weights (probabilities) that sum to one. Thus, the \( I \)-dimensional vector of unknown disturbances can be compactly written as

\[
e = V w = \begin{bmatrix}
  v_1' & 0' & \cdots & 0' \\
  0' & v_2' & \cdots & 0' \\
  \vdots & \vdots & \ddots & \vdots \\
  0' & 0' & \cdots & v_I' \\
\end{bmatrix}
\begin{bmatrix}
  w_1 \\
  w_2 \\
  \vdots \\
  w_I \\
\end{bmatrix},
\]

(18)

where \( V \) is an \( I \times IJ \) matrix and \( w \) is an \( IJ \)-dimensional vector of positive weights.
Using the reparametrized unknowns (17) and (18), model (16) can be rewritten as

\[ \tilde{y} = \Gamma x + e = \Gamma R \tilde{p} + V w. \]  

(19)

The non-sample information about \( x \) and \( e \) may be expressed as a set of subjective probability distributions on their corresponding supports \( R \) and \( V \). Let \( q \) be the \( NK \) dimensional vector of prior weights for the unknown parameters \( x \), hence the prior mean for \( x \) is \( Rq \). Similarly, let \( u \) be the \( IJ \)-dimensional vector of prior weights on disturbances \( e \) with prior mean \( Vu \). The GCE estimator is defined by

\[
\min_{\tilde{p}, w} I(\tilde{p}, q, w, u) = \tilde{p}' \log(\tilde{p}/q) + w' \log(w/u) \\
\text{subject to} \\
\tilde{y} = \Gamma R \tilde{p} + V w, \\
\nu_N = (I_N \otimes \nu'_K) \tilde{p}, \\
\nu_I = (I_I \otimes \nu'_I) w, \\
\]

(20)

(21)

(22)

(23)

where \( / \) is an element-wise division and the subscripts of the identity matrices and summation vectors indicate their corresponding dimensions.

The principle of minimum discrimination information (MDI) proposed by Kullback (1959, pp. 36-43) underlies the GCE objective function (20). It states that the new distributions \( \tilde{p} \) and \( w \), given the model restrictions (21), are chosen (estimated) such that they are minimally discriminated from the original distributions \( q \) and \( u \), respectively. MDI is also often called the principle of minimum cross-entropy. If it turns out that the prior information, \( q \) and \( u \), is consistent with the data, then the MDI solution is \( \tilde{p} = q \) and \( w = u \) with \( I(\tilde{p}, q, w, u) = 0 \). This would mean that the data has no additional information relative to the prior.

Nonexistence of non-sample information often makes analysts to choose prior as a uniform distribution (consistent with the famous Laplace’s principle of insufficient reason). In such a case, the cross-entropy becomes equivalent to a maximum entropy approach. Hence, the MDI can be seen as an extension of the principe of maximum entropy of Janes (1957a,b) which states that “in making inferences on the basis of partial information we must use that probability distribution which has maximum entropy subject to whatever is known” (Janes 1957a, p. 623). For further details, the reader is referred to the relevant literature, e.g., Cover and Thomas (2006).

Note that (21) is the model or consistency constraint, while equations (22) and (23) are the required additivity (or normalization) constraints for \( \tilde{p} \) and \( w \), respec-
tively. The GCE objective $I(\hat{p}, q, w, u)$ is strictly convex on the interior of the additivity constraint set, and if the intersection of the consistency and additivity constraint set is non-empty, then a unique solution exists. After setting the Lagrangean it can be shown that the solution of the GCE problem is given by

$$
\hat{p}_{nk} = \frac{q_{nk} \exp(r_{nk} \Gamma'_{n} \hat{\lambda})}{\Omega_{n}(\hat{\lambda})} \quad \text{and} \quad \hat{w}_{ij} = \frac{u_{ij} \exp(v_{ij} \hat{\lambda}_{i})}{\Psi_{i}(\hat{\lambda}_{i})},
$$

(24)

where $\Gamma_{n}$ is the $n$th column of $\Gamma$, $\lambda$ is an $I \times 1$ vector of Lagrange multipliers, and the normalization factors are

$$
\Omega_{n}(\hat{\lambda}) = \sum_{k=1}^{K} q_{nk} \exp(r_{nk} \Gamma'_{n} \hat{\lambda}) \quad \text{and} \quad \Psi_{i}(\hat{\lambda}_{i}) = \sum_{j=1}^{J} u_{ij} \exp(v_{ij} \hat{\lambda}_{i}).
$$

The GCE solutions, $\hat{p}$ and $\hat{w}$, satisfy the additivity constraints and are positive. But since they depend on $\lambda$ that cannot be determined by the problem first-order conditions, there is no closed-form solution. Hence, it must be found numerically and often an efficient computing algorithm is used based on an unconstrained dual GCE formulation (for details see Golan et al. 1996, pp. 93-96). \footnote{We use this more efficient computational approach in our empirical applications, where we also employ the analytical gradient and Hessian matrix of the dual problem. The required computations are implemented in MATLAB with \textit{fminunc} function.} Finally, the optimal probability vectors are used to compute the point estimates of the unknown parameter and disturbance vectors, i.e., $\hat{x} = R\hat{p}$ and $\hat{e} = V\hat{w}$.

### 4.2 AFD entropy-based benchmarking method

Consider a type of movement preservation based on the additive first difference (AFD) preservation principle. Recall that this principle is the core of the AFD Denton procedure, where the objective is minimization of the sum of squares of period-to-period level changes of the benchmarked and indicator series (see (4)). Minimization of the AFDs, however, can also be approached from a somewhat different perspective. The AFD principle can be alternatively implemented via

$$
x_{j} - z_{j} = (x_{j-1} - z_{j-1}) - \varepsilon_{j} \quad \text{for all} \quad j = 2, \ldots, N
$$

(25)

with as small as possible error term $\varepsilon_{j} (\geq 0)$. Define
\[ \Delta z = \begin{bmatrix} z_2 - z_1 \\ z_3 - z_2 \\ \vdots \\ z_N - z_{N-1} \end{bmatrix}, \quad C_A = \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ 0 & -1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & -1 & 1 \end{bmatrix}, \quad \text{and} \quad \varepsilon = \begin{bmatrix} \varepsilon_2 \\ \varepsilon_3 \\ \vdots \\ \varepsilon_N \end{bmatrix}. \]

Since (25) is equivalent to \( z_j - z_{j-1} = x_j - x_{j-1} + \varepsilon_j \), in matrix form these AFD constraints can be compactly written as

\[ \Delta z = C_A x + \varepsilon. \quad (26) \]

Next, instead of (1), we consider the following benchmarking constraints with non-binding possibilities

\[ y = Bx + \tau, \quad (27) \]

that is, if the error term \( \tau_t \neq 0 \), then the benchmarking constraint for year \( t \) is non-binding.\(^\text{11}\) This is a more general setting that considers the benchmarking inconsistencies arising not only by errors in the indicator series, but also caused by errors in the benchmark series.

Finally, by defining

\[ \tilde{y} = \begin{bmatrix} y \\ \Delta z \end{bmatrix}, \quad \Gamma = \begin{bmatrix} B \\ C_A \end{bmatrix}, \quad \text{and} \quad e = \begin{bmatrix} \tau \\ \varepsilon \end{bmatrix}, \quad \text{constraints (26) and (27) together form the familiar linear inverse problem with noise formulation} \quad \tilde{y} = \Gamma x + e \text{ given in (16). Hence, we expressed the AFD-based benchmarking problem in the regression-type equation (16).} \]

The question is now whether we can estimate \( x \) using the traditional econometric methods such as OLS? We think that running OLS on (16) is meaningless from the following practical considerations. First, note that in this regression there are \( N \) parameters and \( T + N - 1 \) observations, implying that the number of degrees of freedom is \( df = (T + N - 1) - N = T - 1 \). Given that the revision policies of many national statistical agencies restrict the number of years to be revised during the annual revisions to merely 3 years (see Section 1), OLS regression will definitely

\(^{11}\)In an enhanced version of the Denton procedures non-binding constraints are accommodated by putting the annual constraints in the objective function of an unconstrained minimization problem with a user-specified annual weights. These weights specify how binding are treated the annual benchmarks (see e.g., Bloem et al. 2001, p. 101).
suffer from the problem of insufficient degrees of freedom. Second, in practical applications often the benchmark series are considered reliable, or equivalently in (28) it should be the case that \( \mathbf{\tau} = \mathbf{0} \). However, guaranteeing that some or all of the benchmarking constraints are binding is impossible in the OLS setting. Our suggestion is to use the GCE approach, discussed in Section 4.1, in tackling this sort of “ill-posed” problem. Namely, we define the prior distributions of \( \mathbf{x} \) and \( \mathbf{e} \) such that their corresponding prior means are \( \mathbf{Rq} = \mathbf{z} \) and \( \mathbf{Vu} = \mathbf{0} \), respectively. If any (or all) benchmarking constraint binds, this will be explicitly introduced in the related prior distribution(s) (the details are discussed in Section 5 below). Note that our choice of the prior means is not arbitrary. The MDI principle underlying the GCE approach makes sure that the posterior distributions of \( \mathbf{x} \) and \( \mathbf{e} \) being consistent with the model constraints (16) are also as close as possible to their prior distributions. This means that the derived benchmarked series is close to the indicator series, but at the same time the involved errors of non-binding constraints are close to zero either. The last outcome reflects the AFD principle behind our entropy-based benchmarking method.

### 4.3 PFD entropy-based benchmarking method

In this section we develop the alternative entropy-based benchmarking method that is based on the proportional first difference (PFD) preservation principle. This type of movement preservation requires that period-to-period proportional changes of the indicator series are maximally kept in the benchmarked series. Recall that this is the core of the PFD Denton procedure as follows from its objective function (5). Instead of minimization of the overall sum of squares of these proportional changes, we try to maximally implement the PFD principle by having as small as possible error terms \( \varepsilon_j^0 \) in

\[
\frac{x_j}{z_j} = \frac{x_{j-1}}{z_{j-1}} + \varepsilon_j^0 \quad \text{for all } j = 2, \ldots, N. \tag{29}
\]

Growth rates \( g_j = z_j/z_{j-1} \) for all \( j = 2, \ldots, N \) are observable from the preliminary series. Define a new error term as \( \varepsilon_j = z_j \varepsilon_j^0 \) and a PFD constraint matrix as

\[
\mathbf{C}_P = \begin{bmatrix}
g_2 & -1 & 0 & \cdots & 0 \\
0 & g_3 & -1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & g_N & -1
\end{bmatrix}.
\]
Then, premultiplication of (29) by \( z_j \) yields

\[
0 = -x_j + g_j x_{j-1} + \varepsilon_j \quad \text{for all } j = 2, \ldots, N,
\]

hence the PFD constraints (29) can be compactly written as

\[
0 = C_P x + \varepsilon. \tag{30}
\]

Finally, for the PFD entropy-based benchmarking approach, two of the matrices in (28) are redefined as

\[
\tilde{y} = \begin{bmatrix} y \\ 0 \end{bmatrix} \quad \text{and} \quad \Gamma = \begin{bmatrix} B & C_P \end{bmatrix}.
\tag{31}
\]

Therefore, constraints (27) and (30) are again written in the form of the linear inverse problem with noise formulation (16). The vectors of unknown are again recovered using the GCE approach by defining prior distributions for \( x \) and \( e \) with the same means as in the case of the AFD entropy-based method. Final discussions in Section 4.2 are also valid for the PFD entropy-based benchmarking.

By now it should be clear that within the GCE framework the main differences in the AFD and PFD preservation principles that underly the discussed entropy-based benchmarking methods technically show up in the structure (content) of the vector of observables \( \tilde{y} \) and the design matrix \( \Gamma \). Further, the fact that the error terms in the PFD constraints are \( \varepsilon_j = z_j \varepsilon_j^0 \), the sizes of \( z_j \)'s can be useful in defining the scales of extreme values of these errors’ prior distributions.

5 Illustrative examples

In this section we evaluate the performance of the (generalized) pro rata distribution, modified additive first difference (AFD) and proportional first difference (PFD) variants of the Denton method, Causey-Trager (CT) growth rate preservation approach, and the AFD and PFD entropy-based benchmarking methods. For this purpose, we examine two illustrative examples. In the first illustration we use Denton’s series as used in his 1971 classic paper on benchmarking. For the second example, we consider the time series of changes in inventories of the Netherlands.

The preliminary series in Denton (1971) are

\[
z_t = (50 \ 100 \ 150 \ 100)' \quad \text{for } t = 1, \ldots, 5,
\]

while the benchmark series of annual totals is

\[
y = (500 \ 400 \ 300 \ 400 \ 500)'.
\]

Note that the annual totals of the original series are all equal to 400, thus are inconsistent with the benchmark data \( y \). To give a quantitative flavor to our evaluation test, we compute the following aggregate indicators of closeness of the benchmarked
series $\mathbf{x}$ derived using the above-mentioned methods to the indicator series:

1. Average absolute level difference $AALD = \left( \sum_{j=1}^{N} |x_j - z_j| \right) / N$,

2. average absolute change difference (Chen 2007)

$$AACD = \frac{\sum_{j=2}^{N} |(x_j - x_{j-1}) - (z_j - z_{j-1})|}{N - 1} = \frac{\sum_{j=2}^{N} |(x_j - z_j) - (x_{j-1} - z_{j-1})|}{N - 1},$$

3. average absolute proportional difference (see e.g., Titova et al. 2010)

$$AAPD = \frac{100}{N - 1} \sum_{j=2}^{N} \left| \frac{x_j}{x_{j-1}} - \frac{z_j}{z_{j-1}} \right|,$$

4. average absolute benchmark-to-indicator (BI) difference

$$AABID = \frac{100}{N - 1} \sum_{j=2}^{N} \left| \frac{x_j}{z_j} - \frac{x_{j-1}}{z_{j-1}} \right|,$$

5. average absolute relative proportional difference (Chen 2007)

$$AARPD = \frac{100}{N - 1} \sum_{j=2}^{N} \left| \left( \frac{x_j}{x_{j-1}} - \frac{z_j}{z_{j-1}} \right) / \frac{z_j}{z_{j-1}} \right|,$$

which is totally equivalent to the average absolute relative BI difference

$$AARBID = \frac{100}{N - 1} \sum_{j=2}^{N} \left| \left( \frac{x_j}{z_j} - \frac{x_{j-1}}{z_{j-1}} \right) / \frac{x_{j-1}}{z_{j-1}} \right|.$$

The performance indicators of the benchmarked series derived by the above-mentioned methods are given in Table 1. Among the already discussed indicators we also provide the corresponding values for the claimed “ideal” objective function of the CT approach (9) and the degree of smoothness of the BI ratios series, $Smooth$, to be discussed below.

The required supports and prior distributions for the entropy-based methods are chosen as follows. The support space of the benchmarked series for both the AFD and PFD entropy-based benchmarking method (entropy, for short) is taken as $\mathbf{r}_j = (0.1, 0.55, 1.45, 1.9) \times z_j$ with the uniform prior $\mathbf{q}_j = (0.2, 0.2, 0.2, 0.2, 0.2)'$ for all $j = 1, \ldots, 20$. This implies that the prior mean of the unknown vector $\mathbf{x}$ is equal to the original series, $\mathbf{Rq} = \mathbf{z}$, however $x_j$’s are given equal chance of taking any value in their support in the adjustment process. The support space of the disturbance
e in (16) for the AFD Entropy and PFD Entropy1 is \( v_i = (-3 0 3)' \times 20 \) for all \( i = 1, \ldots, 24 \).\(^{12}\) Given the structure of the disturbance term in (28) and the fact that we want the benchmarking constraints (27) to be binding (i.e., \( \tau = 0 \)), we choose the prior \( u_i = (0 1 0)' \) for errors of the benchmarking constraints, \( \tau_i \)'s, and \( u_i = (0.1 0.8 0.1)' \) for the AFD/PFD constraints errors, \( \varepsilon_i \)'s. The last prior indicates that we want the disturbance posterior mean \( \varepsilon \) to be close to zero so that the derived benchmarked series satisfies to a sufficient degree the AFD and PFD principles discussed in Sections 4.2 and 4.3. PFD Entropy2 in Table 1 has a different disturbance support than that of the PFD Entropy1. Namely, the support of \( \varepsilon_j \) is chosen as \( v_j = 0.1 \times (-z_j 0 z_j)' \) making use of the additional fact that in Section 4.3 we have defined the corresponding error as \( \varepsilon_j = z_j \varepsilon_j^0 \) for all \( j = 2, \ldots, N \). Hence, in this case the extreme values of the disturbances support are varying and proportional to the size of the corresponding indicator series. We should mention that our results are generally robust to different choices of the number of outcomes in the supports spaces and various size parameters defined above.

**Table 1: Aggregate performance indicators: Denton’s data**

<table>
<thead>
<tr>
<th>Method</th>
<th>( f_{CT} )</th>
<th>AALD</th>
<th>AACD</th>
<th>AAPD</th>
<th>AABID</th>
<th>AARP</th>
<th>Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro rata distribution</td>
<td>0.07</td>
<td>2</td>
<td>15.00</td>
<td>1</td>
<td>9.87</td>
<td>3</td>
<td>2.72</td>
</tr>
<tr>
<td>AFD Denton</td>
<td>1.20</td>
<td>7</td>
<td>18.32</td>
<td>7</td>
<td>5.97</td>
<td>1</td>
<td>17.51</td>
</tr>
<tr>
<td>AFD Entropy</td>
<td>0.40</td>
<td>6</td>
<td>17.36</td>
<td>4</td>
<td>6.83</td>
<td>2</td>
<td>10.96</td>
</tr>
<tr>
<td>PFD Denton</td>
<td>0.14</td>
<td>4</td>
<td>17.56</td>
<td>5</td>
<td>10.56</td>
<td>6</td>
<td>6.97</td>
</tr>
<tr>
<td>PFD Entropy1</td>
<td>0.07</td>
<td>3</td>
<td>15.77</td>
<td>2</td>
<td>10.41</td>
<td>5</td>
<td>4.82</td>
</tr>
<tr>
<td>PFD Entropy2</td>
<td>0.15</td>
<td>5</td>
<td>17.56</td>
<td>6</td>
<td>10.64</td>
<td>7</td>
<td>6.97</td>
</tr>
<tr>
<td>CT (PFD Denton)</td>
<td>0.04</td>
<td>1</td>
<td>16.55</td>
<td>3</td>
<td>10.35</td>
<td>4</td>
<td>3.76</td>
</tr>
</tbody>
</table>

**Notes:** The first three indicators are expressed in absolute terms, while the rest are given in percentages. CT (PFD Denton) means that CT solution is based on having the PFD Denton solution as a starting point in its derivation. Numbers to the right of indicators values show the ranking of each method according to those indicators.

As expected, Table 1 shows that the CT solution results in the lowest value of the sum of squares of the period-to-period growth rates differences of the benchmarked and indicator series, \( f_{CT} \). Following the literature, we used the PFD Denton solution as a starting value in its iterative algorithm derivation. However, we should note that since the CT problem is highly nonlinear, a different starting point might very well end up in a quite different solution possibly with a smaller value of its

\(^{12}\) The error support is in fact rather wide. Usually, it is defined using the well-known 3\( \sigma \) rule, where \( \sigma \) refers to the standard deviation of the disturbance. According to Chebyshev’s inequality, for any random variable \( x \) with mean \( \mu \) and finite variance \( \sigma^2 \), the proportion of the distribution’s values within \( v \) standard deviations from the mean is at least \( 1 - 1/v^2 \), that is, in probability terms, \( \Pr(|x - \mu| < v\sigma) \geq 1 - 1/v^2 \). In case of 3\( \sigma \) rule, one chooses \( v = 3 \), hence it excludes at most one-ninth (or 11\%) of any distribution values. For normal distributions, the proportion excluded by the 3\( \sigma \) rule is only 0.27\%. Hence, essentially in our case we have assumed that \( \sigma = 20 \).
objective function. For Denton’s example we also run the CT problem with the pro rata distribution and AFD Denton solutions as initial values, but the results were no different from that based of the PFD Denton solution. We also observe that pro rata distribution and PFD Entropy1 take, respectively, the second and third rankings in terms of the growth rate preservation indicator, $f_{CT}$.

AFD Denton solution outperforms the rest on the base of the $AACD$ indicator, which is again not surprising given the close similarity of this indicator to the modified AFD Denton objective function – the second term in (4). Observe that the majority of the performance indicators discussed above miss a very crucial point of the benchmarking problem. Table 1 shows that the pro rata distribution is doing quite well according to all first six indicators, and even takes the first positions in four cases. The fact that it scores highest on the $AALD$ indicator is totally expectable since the pro rata distribution is all about keeping the levels of original elements in the corresponding benchmarked series (see Section 3). However, as we pointed out in Section 3, in general, the (generalized) pro rata distribution is not an acceptable benchmarking method due to its resulting step problem. That is, it results in discontinuities in the derived time series because any discrepancy in the annual values is put into the corresponding single quarter, whose adjustment is totally independent of other quarterly series. That is why Bloem et al. (2001) advocate using a benchmark-to-indicator (BI) ratio framework in benchmarking. The step problem can be easily recognized from the charts of the BI ratios, which for our example are given in Figure 1.

Figure 1 shows that the curve of the BI ratios of the pro rata method is constant for each year and makes downward and upward abrupt jumps from year to year. This is what exactly benchmarking experts mostly wish to avoid and try to have a benchmarked series with as smoothed as possible BI ratios curve. In order to take the step problem into account, we introduce a smoothness indicator, which is defined as

$$Smooth = \frac{100}{N} \sum_{j=1}^{N} |h_j - h_j^s|,$$

where $h_j = x_j/z_j$ is the BI ratio and $h_j^s$ is the corresponding value of the smoothed series of $h_j$’s using a 7-point moving average filter.\(^\text{13}\)

Using the smoothness indicator we indeed find that the pro rata distribution produces the worst benchmarked series. Note that according to this measure, PFD

\(^{13}\)The first elements of the smoothed series are $h_1^s = h_1$, $h_2^s = (\sum_{j=1}^{3} h_j)/3$, $h_3^s = (\sum_{j=1}^{5} h_j)/5$, $h_4^s = (\sum_{j=1}^{7} h_j)/7$, $h_5^s = (\sum_{j=2}^{8} h_j)/7$, etc.
Denton outperforms all the other methods. This is clearly observed by its smoothed BI ratio curve given in chart (b) of Figure 1. Note, however, that according to this measure PFD Entropy2 practically is equivalent to the PFD Denton benchmarked series. This is also confirmed in Figure 1 where the BI ratios curves of these two methods coincide. The CT’s growth preservation solution comes third in this ranking and has much less smooth BI ratios curve than those of the PFD Denton and PFD Entropy2 approaches.

Finally, from Table 1 we observe that the AFD Entropy solution outperforms its counterpart AFD Denton results according to all indicators, except AAPD. Similarly, the PFD entropy-based outcomes, on average, do as well as the PFD Denton estimates.

Our second example focuses on a volatile time series that allow for both positive
Table 2: Changes in inventories, 2003-2005, The Netherlands (2005 prices, mln euro)

<table>
<thead>
<tr>
<th>Period</th>
<th>True</th>
<th>x</th>
<th>Pro</th>
<th>AFD Den.</th>
<th>PFD Den.</th>
<th>CT(pro)</th>
<th>CT(afd)</th>
<th>CT(phl)</th>
<th>AFD Ent.</th>
<th>PFD Ent.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003 Q1</td>
<td>-159</td>
<td>-159</td>
<td>-268</td>
<td>-517</td>
<td>-77</td>
<td>-439</td>
<td>1220900</td>
<td>-53091</td>
<td>288</td>
<td>-225</td>
</tr>
<tr>
<td>2003 Q2</td>
<td>-1128</td>
<td>-752</td>
<td>-1269</td>
<td>0</td>
<td>-311</td>
<td>2074</td>
<td>6110641</td>
<td>251085</td>
<td>-1220</td>
<td>-1097</td>
</tr>
<tr>
<td>2003 Q3</td>
<td>51</td>
<td>128</td>
<td>76</td>
<td>-147</td>
<td>2</td>
<td>172</td>
<td>-14382399</td>
<td>29968</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>2003 Q4</td>
<td>467</td>
<td>1168</td>
<td>692</td>
<td>976</td>
<td>-383</td>
<td>1572</td>
<td>7050889</td>
<td>273439</td>
<td>943</td>
<td>493</td>
</tr>
<tr>
<td>2004 Q1</td>
<td>132</td>
<td>132</td>
<td>132</td>
<td>51</td>
<td>-21</td>
<td>138</td>
<td>42272</td>
<td>30539</td>
<td>83</td>
<td>128</td>
</tr>
<tr>
<td>2004 Q2</td>
<td>-1109</td>
<td>-1109</td>
<td>-1109</td>
<td>-1113</td>
<td>-13</td>
<td>-1157</td>
<td>3516447</td>
<td>-256605</td>
<td>-1108</td>
<td>-1079</td>
</tr>
<tr>
<td>2004 Q3</td>
<td>552</td>
<td>552</td>
<td>552</td>
<td>590</td>
<td>174</td>
<td>565</td>
<td>1062033</td>
<td>67179</td>
<td>575</td>
<td>544</td>
</tr>
<tr>
<td>2004 Q4</td>
<td>1323</td>
<td>1323</td>
<td>1323</td>
<td>1370</td>
<td>732</td>
<td>1353</td>
<td>203040</td>
<td>159785</td>
<td>1348</td>
<td>1305</td>
</tr>
<tr>
<td>2005 Q1</td>
<td>132</td>
<td>132</td>
<td>132</td>
<td>51</td>
<td>-21</td>
<td>138</td>
<td>42272</td>
<td>30539</td>
<td>83</td>
<td>128</td>
</tr>
<tr>
<td>2005 Q2</td>
<td>-1109</td>
<td>-1109</td>
<td>-1109</td>
<td>-1113</td>
<td>-13</td>
<td>-1157</td>
<td>3516447</td>
<td>-256605</td>
<td>-1108</td>
<td>-1079</td>
</tr>
<tr>
<td>2005 Q3</td>
<td>552</td>
<td>552</td>
<td>552</td>
<td>590</td>
<td>174</td>
<td>565</td>
<td>1062033</td>
<td>67179</td>
<td>575</td>
<td>544</td>
</tr>
<tr>
<td>2005 Q4</td>
<td>1323</td>
<td>1323</td>
<td>1323</td>
<td>1370</td>
<td>732</td>
<td>1353</td>
<td>203040</td>
<td>159785</td>
<td>1348</td>
<td>1305</td>
</tr>
</tbody>
</table>

Performance indicators of the benchmarked series with respect to the true series

<table>
<thead>
<tr>
<th>Sign-change cases</th>
<th>0</th>
<th>0</th>
<th>2</th>
<th>3</th>
<th>0</th>
<th>4</th>
<th>4</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACY</td>
<td>5.6</td>
<td>5.6</td>
<td>47897</td>
<td>43510</td>
<td>5.6</td>
<td>103</td>
<td>6</td>
<td>514.3</td>
<td>5.8</td>
</tr>
<tr>
<td>AALD</td>
<td>96.2</td>
<td>41.7</td>
<td>111</td>
<td>417</td>
<td>215.5</td>
<td>3818355</td>
<td>114538</td>
<td>49.6</td>
<td>15.9</td>
</tr>
<tr>
<td>ACD</td>
<td>181.8</td>
<td>56.6</td>
<td>194</td>
<td>736</td>
<td>366.7</td>
<td>7256713</td>
<td>200867</td>
<td>70.3</td>
<td>24.1</td>
</tr>
<tr>
<td>AAPD</td>
<td>24.5</td>
<td>22.8</td>
<td>2642</td>
<td>2273</td>
<td>24.0</td>
<td>137</td>
<td>27</td>
<td>275.4</td>
<td>29.5</td>
</tr>
<tr>
<td>AABID</td>
<td>33.5</td>
<td>12.8</td>
<td>174</td>
<td>26</td>
<td>44.1</td>
<td>5396581</td>
<td>10982</td>
<td>34.6</td>
<td>8.0</td>
</tr>
<tr>
<td>AARBID</td>
<td>33.7</td>
<td>9.0</td>
<td>126</td>
<td>489</td>
<td>17.5</td>
<td>508</td>
<td>48</td>
<td>42.3</td>
<td>6.7</td>
</tr>
<tr>
<td>Smooth</td>
<td>32.0</td>
<td>8.6</td>
<td>81</td>
<td>14</td>
<td>40.1</td>
<td>3838881</td>
<td>8242</td>
<td>13.4</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Note: The true series are available from the Statistics Netherlands (www.cbs.nl). The abbreviations are: Pro – generalized pro rata distribution, AFD Den. – AFD Denton method, CT(pro) – CT method with the pro rata solution taken as its initial point, PFD Ent. – PFD entropy-based method. x and z are the benchmarked and indicator series, respectively.

and negative values. We choose quarterly series of changes in inventories for the Netherlands covering the period from 2003 to 2005. The choice of the number of years is not arbitrary and is consistent with some national revision policies that allow only for 3 years of monthly/quarterly series to be revised during the annual revisions. We then made adjustments to only the last three values of the first year in the true series, and consider them as our indicator series. Both the true and indicator series along with the estimates of the different methods and the performance indicators values of the derived series with respect to the true series are given in Table 2.

Note that we have reduced the second element of the first quarter by a factor of 1.5 and increased the consequent two entries by a factor of 2.5. As a result the sum of the first quarter in the indicator series becomes 385, while the corresponding benchmark value is -769. Such switches in signs of annual data can occur very often with volatile series. However, we should reiterate that this is an illustrative example, whose purpose is simply to see how sensitive the outcomes of the benchmarking methods are to the volatile data that allow for both positive and negative values.

For our AFD and PFD entropy-based approach we choose similar supports and uniform prior as before. That is, the support of the benchmarked series is chosen as

\[ r_j = (0.1 \ 0.55 \ 1 \ 1.45 \ 1.9) \times z_j \] if \( z_j > 0 \)

and

\[ r_j = (1.90 \ 1.45 \ 1.05 \ 0.1) \times z_j \] if \( z_j < 0 \).

The support space of the disturbance for both the AFD Entropy and PFD Entropy is taken as

\[ v_i = (-3 \ 0 \ 3) \times 150 \] with similar prior distribution as before.

Without going into the details, the main point derived from Table 2 is that Denton’s methods and CT approach may violate the principle of movement and
sign preservation. We see 2 to 4 sign-changing cases in each benchmarked series of these methods.\footnote{The change in sign is a potential problem of using methods with quadratic or higher order objective functions. One way to deal with this issue is to nullify sign-changing elements in the optimization process by introducing an appropriate penalty function in the objective used. See, for example, Temurshoev et al. (2011). Otherwise, one can simply use the non-negativity constraints. In any case the Denton variants then lose their attractiveness as they will no longer have analytical solutions and numeral methods are called for.} Also note that the CT solutions based on the AFD and PFD Denton outcomes (as initial point in their derivation) are quite sensitive scale-wise to the series signs volatility. The derived CT solutions are very large in absolute value compared to the indicator series, thus are useless from a practical point of view. This outcome maybe expected due to the high nonlinearity of the CT problem, whose solution becomes unstable in cases of sign-volatile series. The bad performance of the two CT solutions maybe explained (partly) by the fact that the choice of the AFD and PFD Denton solutions as initial points is already questionable as the last suffer from the sign-switching problem themselves. Note, however, that the CT solution using the generalized pro rata series as its initial point provides rather satisfying results. Hence, the second point based on these experiments worth mentioning is that in case of sign-volatile series it maybe preferable to use the generalized pro rata distribution estimates as the initial points in the derivation of the CT solution, because they by construction do not change the signs of the indicator series.

Finally, note that the entropy-based benchmarking methods provide satisfying results, and clearly outperform their AFD and PFD Denton counterparts. The entropy-based benchmarked series automatically satisfy the principle of movement and sign preservation as its requirements are explicitly included into the structure of the relevant support spaces and prior distributions for the unknown variables of the benchmarking problem within the GCE estimator (20)-(23). From Table 2, for example, it follows that PFD Entropy, on average, outperforms all other methods if we consider the performance indicators of the benchmarked series relative to the true series.

6 Conclusion

In this paper we considered alternative benchmarking methods that are based on a cross-entropy formalism. Given that one might deal with volatile time series that allow for both positive and negative values, we argue that such benchmarking should be based on the principle of movement and sign preservation. This principle
states that (i) short-term movements in the observed high-frequency data should be maximally reproduced in the benchmarked series and (ii) the signs of the original elements should be kept in the corresponding benchmarked series. Earlier literature, however, focuses only on the first part of this principle, i.e., it regards the principle of movement preservation as the main driver of any acceptable benchmarking approach.

We show that the widely used additive first difference (AFD) and proportional first difference (PFD) variants of Denton’s (1971) adjustment procedure and Causey and Trager’s (1981) growth rate preservation method, in general, do not satisfy the above-mentioned principle. They can produce benchmarked series with switching signs compared to their indicator series in case of benchmarking of sign-volatile series. Further, we generalize the so-called pro rata distribution method to benchmarking of sign-volatile time series, hence provide theoretical foundation for this level preservation method.

Our proposed AFD and PFD entropy-based benchmarking methods make use of a generalized cross-entropy (GCE) estimator of Golan et al. (1996), thus satisfy the principle of movement and sign preservation by construction. This is because the prior beliefs about the signs, magnitudes, and/or ranges of plausible values of the unknown variables can be easily incorporated into the corresponding GCE problem. The AFD and PFD entropy-based benchmarking methods have several advantages. They

• allow for any choice of binding and/or nonbinding benchmarking constraints,
• allow using explicitly crucial non-sample information regarding the signs, size and/or ranges of reasonable values of benchmarked elements,
• are applicable for any size of yearly observations, and
• provide reliability factors for each element of the benchmarked series.

One might argue that the entropy-based outcome is subjective and depends on the supports and priors choices. We, however, consider this as the entropy approach flexibility. That is, experts’ crucial non-sample information can be taken into full account by appropriate choice of the supports and priors that would improve the final estimates.

Our illustrative examples confirm that the AFD and PFD Denton methods and Causey-Trager (CT) solution (based on the AFD/PFD Denton solution taken as its initial point) may suffer from the sign-switching problem. In fact, due to this possibility, the CT solution may become unstable and practically useless. Our results show that in such cases using the generalized pro rata distribution benchmarked
series as initial point in the derivation of the CT solution may very well avoid this instability issue. Finally, the illustrative example demonstrates that the proposed AFD and PFD entropy-based benchmarking methods maybe considered plausible competitors to current benchmarking methods, and maybe even preferred in some circumstance, i.e., when the time series of interest is sign-volatile.

Appendix

Derivation of the generalized pro rata distribution formula

In what follows we apply the well-known RAS updating idea to the benchmarking problem. For simplicity purposes, we make the distinction between annual and sub-annual data explicit. That is, for example, instead of \( z_j \) in the derivation it is more convenient to write \( z_{it} \) to refer to the indicator value of sub-period \( i = 1, \ldots, M \) for year \( t = 1, \ldots, T \). Using a mathematical trick used by Junius and Oosterhaven (2003) in setting a generalized RAS framework for preserving the signs of the original elements in the estimated ones, we define \( h_{it} \equiv x_{it}/z_{it} \) for all \( i = 1, \ldots, M \) and all \( t = 1, \ldots, T \) whenever \( z_{it} \neq 0 \), and set \( h_{it} = 1 \) for \( z_{it} = 0 \).

The benchmarking constraints \( i'x_t = y_t \) in terms of \( h_{it} \)'s can be easily written as

\[
\sum_{i=1}^{M} z_{it} h_{it} = y_t \quad \text{for all } t = 1, \ldots, T. \tag{32}
\]

Next, let us define \( P \) as a matrix with all non-negative entries of \( Z = (z_1, z_2, \ldots, z_T) \), and \( N \) as a matrix containing absolute values of the negative elements of \( Z \), i.e., \( Z = P - N \). Hence, using the objective (12) the associated Lagrangean of the GRAS-like benchmarking problem is

\[
\mathcal{L} = \sum_{(i,t) \in P} z_{it} \left( h_{it} \ln \left( \frac{h_{it}}{e} \right) + 1 \right) - \sum_{(i,t) \in N} z_{it} \left( h_{it} \ln \left( \frac{h_{it}}{e} \right) + 1 \right) + \sum_{t=1}^{T} \lambda_t \left( y_t - \sum_{i=1}^{M} z_{it} h_{it} \right),
\]

where \( \lambda_t \) is the Lagrange multiplier of the annual constraints (32). The optimal solutions of this function can be easily derived as

\[
h_{it} = \begin{cases} e^{\lambda_t} & \text{if } z_{it} \geq 0, \\ e^{-\lambda_t} & \text{if } z_{it} < 0. \end{cases} \tag{33}
\]

Note that for the solution of minimizing (12) with respect to (32) it always holds that \( h_{it} > 0 \), which means that the estimated values will preserve the signs of the original elements. For simplicity, denote \( s_t \equiv e^{\lambda_t} \). Then, using \( z_t = p_t - n_t \) and the definition of \( h_{it} \), the optimal solution (33) becomes \( x_t = p_t \times s_t - n_t \), which is given in (14).

The annual adjustment factors are derived using the benchmarking constraints (32). Using (14) in the annual constraint \( i'x_t = y_t \) gives \( i'p_t \times s_t - i'n_t / s_t = y_t \). Premultiplying the last equation by \( s_t \) yields \( i'p_t \times s_t^2 - y_t s_t - i'n_t = 0 \), which is a quadratic equation in \( s_t \) that admits two solutions. However, for our purposes we need only its positive root.

\footnote{See Lahr and de Mesnard (2004) for details on RAS (including its history), which also gives an extensive set of references on the topic.}
thus \( s_t = 0.5 \times \left[ y_t + \sqrt{y_t^2 + 4 \times (\mathbf{r'}p_t) \times (\mathbf{r'}n_t)} \right] / \mathbf{r'}p_t \) whenever \( \mathbf{r'}p_t > 0 \). If, however, \( p_t = 0 \), then \( n_t = -z_t \). Consequently, the mentioned quadratic equation boils down to

\[
\mathbf{r'}s_t^2 - y_t s_t - \mathbf{r'}n_t = 0.
\]

Hence, \( s_t = -\mathbf{r'}n_t/y_t = \mathbf{r'}z_t/y_t \) if \( p_t = 0 \). These two cases of the annual adjustment factors are given in (15).

Can one apply the pro rata distribution to benchmarking stock variables? In such cases the \( M \times 1 \) coefficient vector of annual constraints takes the form \( \mathbf{b} = (0', 1') \).

If one uses the corresponding annual constraints of \( z_{Mt}h_{Mt} = y_t \) for all \( t = 1, \ldots, T \) instead of (32), the result is completely unsatisfying: adjustments will be made only on the last sub-annual entries, i.e., on \( z_{Mt} \) to obtain new \( x_{Mt} \) for all \( t \), while the rest will remain equal to the original data, i.e., \( x_{it} = z_{it} \) for all \( i = 1, \ldots, M-1 \) and all \( t \).

From a practical point of view, however, this outcome is not at all useful. More useful adjustment would be spreading the difference between the last sub-annual value of the stock variable and the corresponding annual value over all the corresponding sub-annual elements. That is, instead of the cumulative values of the high-frequency data, one could use their marginal changes in the indicator series. As a result one will again end up with the annual constraints (32) that are applicable for flow variables. In the final stage then the derived marginal values can be easily transformed into the cumulative values which will be the benchmarked series of the stock variable of interest.
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