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ABSTRACT

This paper aims to identify problems in the evaluation of the magnitude of treatment-related change, or responsiveness of health status or health-related quality of life instruments, which are induced by standardizing change over time with the standard deviation of the difference score. This effect size is widely used and is represented as the Standardised Response Mean (SRM), and interpretation is problematic when it is used to estimate the magnitude of change over time with Cohen’s rule of thumb for effect size (ES) which is based on standardisation with the pooled standard deviation. In the case of standardizing mean change with the SD of that change, application of the well-known cut-off points for pooled standard deviation units ('trivial' (ES < .20), 'small' (ES ≥ .20 < .50), 'moderate' (ES ≥ .50 < .80), or large (ES ≥ .80) may lead to over- or underestimation of the magnitude of change over time due to the correlation between assessments.
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4.1 INTRODUCTION

In the practice of health-related quality of life research, most researchers remain primarily interested in the statistical significance of the change in health-related functional status or quality of life in pre post designs. In combination with, e.g., the T-test approach, substantial effects can be detected with an estimate of effect size. If a p-value is annotated as statistically significant, rejecting the null hypothesis does not imply an effect of important magnitude; likewise, a non-significant p-value does not indicate a trivial result, although some researchers implicitly deem more important those results with smaller p-values.

In the last decade, however, a growing number of longitudinal intervention studies are focussed on questions like “If the change between baseline and outcome is statistically significant, what can we say about the magnitude (or amount) of change over time that has been detected? Can we interpret this difference in terms of an important difference or as a relevant (substantial) change?” To answer these questions, the responsiveness, i.e. the ability of quality of life outcome measures to detect change over time, has become crucial in the past decade. However, the responsiveness estimation is neglected in many clinical studies in which it could give information on the importance of change due to treatment effects supplementary to the statistical significance of change over time (e.g. before and after intervention). Reporting effect sizes without appropriate statistical tests and associated p-values is misleading and potentially dangerous when the number of observations that is required to detect a difference has not been estimated with a power analysis. Effect size statistic should be provided to supplement (not as a substitute for) statistical testing, and only then, when the outcome is sufficiently extreme from what would have been expected on the basis of chance (p < α).

Noteworthy in this respect is that in the field of psychological research, editorial policy indicates that “until there is a real impediment to doing so, authors should routinely present an effect size estimate along with the outcome of a significance test”. Several quantitative indices have been developed that belong to this family of effect sizes or standardized differences, each calculated with a different denominator in the formula, namely the SD of stable subjects, the SD of the baseline assessment, the SD of the observed difference score and the pooled standard deviation (SDp). Obviously, there is no consensus on how to declare a difference in terms of standard deviation units. Only in a small number of publications is this lack of consensus on the most appropriate effect size indicator signalled. Despite the fact that different opinions exist on the method to estimate magnitude of difference
between groups or the magnitude of change within groups, researchers use the straitjacket of thresholds Cohen provided us with some 30 years ago. However, these thresholds are taken for granted by many researchers for every version of effect size index. With regard to the correct use and interpretation of effect size indices as estimates of treatment related magnitude of change, we must revisit some basic assumptions:

1. the ES is developed and elaborated by Cohen to estimate power or the necessary sample size to detect relevant change with the basic principle of independent, equal size samples with common within-population standard deviation $\sigma$;

2. in the case that this ES is used in paired samples or in a repeated measurement-design it must be adjusted for correct use of power tables and sample size tables;

4.1.1. Independent samples

Cohen represented the effect size (ES) on some dependent or outcome measure used in an experiment in terms of the difference (using the symbol $d'$ to denote this ES) between the treatment and control group expressed in units of common within-population standard deviation (in samples this standard deviation is estimated with the pooled standard deviation) as follows:

$$ES = d' \frac{(\bar{X}_{treatment} - \bar{X}_{control})}{\sigma}$$

With this estimate of effect size, after analysing a wide sampling of behavioural research, Cohen developed his rules of thumb and reported that effect of $.8\sigma$ being on the large end of the range, $.5\sigma$ was the medium, and $.2\sigma$ was at the small end of the range.

4.1.2. Dependent samples or paired observations

The difference or change in matched observations within subjects is standardized by the common within-population $\sigma$, according to Cohen’s 1977 p.13, but due to the removal of the variation in many extraneous characteristics of the subjects, the index must be adjusted (see appendix), dividing $d'$ by $\sqrt{(1-r)}$. Cohen used the symbol $d$ to denote this adjusted ES.

---

1 As we will demonstrate, the effect size $d$ is equivalent to the Standardised Response Mean (SRM), i.e. mean change or difference divided by the standard deviation of that change of difference (see appendix)
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[Effect Size]

\[ d = \frac{d'}{\sqrt{1-r}} \]

\( d' \) = effect size for independent samples
\( d \) = adjusted effect size
\( r \) = correlation between baseline and outcome

This \( \sqrt{1-r} \) correction of the denominator of formula A is necessary for a proper use of power and sample size tables since these assume \( 2(n-1) \) degrees of freedom where, in the case of paired observations, only \( n-1 \) are actually available. 26 This consequence for power and sample size estimation is something different from the use of the effect size \( d \) in evaluating efficacy of a new treatment in terms of amount of change in health status, which was not the aim of Cohen’s work. Therefore, we did not abstract data from effect size estimates of health-related quality of life scales when they were used for the sole purpose of power analysis to draw conclusions from the results of the statistical analysis, or to answer the question whether the investigators had sufficient sample size to allow the detection of a relevant difference. 10,28,29

**Effect Size as an evaluative indicator of magnitude of difference in health-related functional status: Independent samples versus repeated measures**

When effect sizes are calculated as the standardized difference in mean score to evaluate the efficacy of a new treatment with the use of Cohen’s thresholds, for example between a treatment group and a control group, formula [A] should be used. The effect size can be calculated by pooling the estimates (pooled standard deviation) derived from sample data. In contrast to this independent sample case, effect sizes are also used in evaluation studies (pre- post study designs) as estimates of the responsiveness of (for example) a new outcome measure. Effects are often used to give meaning to change over time in terms of ‘trivial’ (ES < .20), ‘small’ (ES ≥ .20 < .50), ‘moderate’ (ES ≥ .50 < .80) or ‘large’ (ES ≥ .80) change. Cohen 26 introduced this ‘matched pairs’ effect size (see appendix equation A2), which was later renamed the standardised response mean (SRM) by Liang et al. 28 to avoid confusion concerning other effect size indices. However, several researchers seem to have adopted the idea that every standardized difference is subject to Cohen’s definitions of trivial, small, moderate and large effect. Such a belief could lead to
misinterpretations in studies focusing on treatment-related outcome in paired samples since these cut-off points of the magnitude of the difference were not established as a rule of thumb with the effect size d (dependent samples) but with the index d’ (independent samples). Thus we argue that Cohen’s thresholds are based on the assumption of common within-standard deviation (with matched pairs sample data we use the raw within-group pooled SD), resulting in an effect size we annotate as ESP. Consequently, in matched pairs studies these thresholds cannot be used interchangeably for the SRM due to the role of the correlation between repeated measures or paired samples. In this article the attention is focussed on the standardized change in mean score between two points in time within a single group, estimated with the within-group effect size. In relation to the use of Cohen’s rule of thumb for effect size interpretation, we evaluate the consequences of the calibration of the SRM with the ESP and the role of the correlation between pre and post test scores.

To investigate how serious discrepancies can appear in effect size interpretation we first elaborate a theoretical example and used a sample of studies to evaluate the seriousness of these differences in practice. To evaluate the seriousness of the discrepancies between SRM and ESP, the correlation of the subject’s repeated measurements was needed. Empirical data were collected for the purpose of secondary analysis to draw conclusions in terms of the relative size of the SRM to the ESP in relation to the size of the correlation. Applying Cohen’s thresholds, which are based on the pooled estimate of effect, to interpret the SRM on the one hand may lead to similar results or subtle and trivial differences, but on the other hand also to meaningful shifts in classification of the amount of estimated change. In this article we analysed 148 SRMs interpreted using Cohen’s rule of thumb and compared these SRMs with Cohen’s ESP from which these thresholds were derived. Furthermore, we calculated for the range of the correlation coefficient 0.01 to 0.99 the SRM adjusted for Cohen’s cut-off points 0.20, 0.50 and 0.80 of the pooled effect size.

4.2 MATERIALS AND METHODS

To study the consequences of the impact of the association or correlation between repeated measures, we restrict the analysis to two effect size indices suitable for the evaluation and interpretation of magnitude of change over time (or responsiveness) within one group, namely the SRM and the ESP. In this study we use the pooled SD
(SDP) as the standardizing unit (denominator) of mean change score over time (nominator) to calculate the effect size (ESP)

\[ \text{ESP} = \frac{\bar{X}_{\text{change}}}{\text{SD}_{\text{pooled}}} \]

The ESP introduced by Cohen was made comparable to the SRM where the \( \text{SD} \text{change} \) is used as the denominator in which, as we will demonstrate below, the correlation between baseline and outcome scores is involved.

The SRM is the ratio between the mean change score and the variability (the standard deviation) of that change score within the same group.

\[ \text{SRM} = \frac{\bar{X}_{\text{change}}}{\text{SD}_{\text{change}}} \]

The relationship between ESP (\( d' \)) and SRM (\( d \)) and the correlation between baseline and outcome scores

One of our purposes was to get an indication of how the SRM varies in accordance with the size of the correlation between pre and post test scores when the correct pooled effect size estimate is used. An example may illustrate the role of \( r \), the correlation of a person’s health status measurements over time: In a study in which the outcome of a medical intervention was evaluated with a health-related quality of life measure, and in the case of improvement, a lower mean score after intervention was hypothesized. The investigator finds at baseline a mean score of 11.12 with a standard deviation of 4.43 and a mean score of 9.16 (SD: 4.88) at follow up. The estimate of the common within-standard deviation, which is the square root of \( \text{SD}_{\text{baseline}}^2 + \text{SD}_{\text{outcome}}^2 / 2 \), thus 4.66, and the pooled effect size (ESP) is then 0.420 (11.12 – 9.16 / 4.66). Before we compare the ESP and SRM in relation to the correlation between repeated measurements, we must solve the problem of the

\[ \text{pooled SD} = \sqrt{\text{SD}_{\text{baseline}}^2 + \text{SD}_{\text{outcome}}^2 / 2} \quad \text{for N}_{\text{baseline}} = \text{N}_{\text{outcome}} \]

---
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equation of both formulas C and D. According to Cohen, the difference between means for dependent samples is standardised by a value “which is √2 (1-r) as large as would be the case they independent”. Cohen 1977, p.49

From equation A4 in the appendix, (d’/√2) / √(1-r) is equivalent to the SRM and alternatively SRM * √2 * √(1-r) is equivalent to d’ and both indices will vary with the size of r. In table 4.1 we have elaborated the hypothetical example in which the effect size ESP (d’) = 0.42, is transformed into the SRM for a series of values of r. Both effect sizes are equal in the case that r = 0.50: ESP = (0.42/√2) / √(1-0.50) = SRM, and the SRM for r = 0.50 is then (0.42/1.41) / 0.71 = 0.42. In table 7.1 it is shown that the SRM gets larger for larger values of r. For example, an effect size of 0.42 indicating ‘small effect’ corresponds with a ‘medium effect’ (SRM = 0.50) if the correlation between the repeated measurements is approximately .64. This small effect estimated with the ESP corresponds with a ‘large effect’ (SRM ≥ 0.80) if this correlation is approximately .86.

Table 4.1 The conversion of an effect size calculated with the pooled SD (ESP) of 0.42 into a SRM with correlation coefficients ranging from .00 - .90

<table>
<thead>
<tr>
<th>corr.</th>
<th>.00</th>
<th>.10</th>
<th>.20</th>
<th>.30</th>
<th>.40</th>
<th>.50</th>
<th>.60</th>
<th>.65</th>
<th>.70</th>
<th>.80</th>
<th>.86</th>
<th>.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.42/√2) / √(1-r)</td>
<td>.297</td>
<td>.313</td>
<td>.332</td>
<td>.355</td>
<td>.384</td>
<td>.420</td>
<td>.470</td>
<td>.502</td>
<td>.543</td>
<td>.664</td>
<td>.794</td>
<td>.940</td>
</tr>
</tbody>
</table>

4.2.2. The sample of studies

In examining the role of the correlation in the estimation of a within-group effect size index, we searched Medline and Psyclit for the years 1984-1999 and Current Contents for 1996 and 2000. We searched for studies with key words 'quality of life', 'health status', and 'questionnaire' and articles were scanned for the terms 'responsiveness', or 'sensitivity to change'.

The primary selection consisted of 151 publications and showed the existence of differing opinions about the appropriateness of the effect size as originally proposed by Cohen, which has led to the introduction of new methods of estimating the magnitude of change assessed over time. Due to the variation in the definition of the mean change scores in the nominator and in the definition of the standard deviation in the denominator of the effect size index formula, not all the studies were appropriate for this study. Therefore, 29 studies suitable for our analysis were selected using the following inclusion criteria:

1. the research should encompass repeated (self reported) health outcome assessments evaluating change within one group (paired observations);
2. a SRM must be represented accompanied with Cohen’s thresholds;
3. health outcome must be assessed by (self reported) questionnaires with a disease specific or general mode.

Some other causes of the large reduction to 29 studies appropriate for the purpose of this article are:
- standardised Response Means were used without referring to Cohen’s thresholds;
- missing information inhibited us from calculating the effect sizes needed;
- the topics of responsiveness and sensitivity to change were discussed purely from methodological or statistical perspective.

4.3 RESULTS

The original sample comprised 142 or scales belonging to scattered dimensions of health-related quality of life or health status measures. The current selection of 29 papers was determined by the condition that, a SRM had to be represented with referral to Cohen’s thresholds for interpretation of change magnitude. 1,21,22,28,30-35,35-53

These 29 publications comprised 411 Standardised Response Mean indices which sizes were interpreted with referring to Cohen’s thresholds. From this sample of SRM indices, 148 were published together with sufficient information to estimate the ESP calculated with an estimated correlation coefficient (r) (see Appendix equation A5). The correlation coefficient is needed to compare the SRM that was shown with reference to Cohen’s thresholds, with the ESP as the correct yardstick for SRM interpretation. Additionally, 263 Standardised Response Means were detected with the investigator’s reference to Cohen’s rule of thumb (which is derived from pooled estimates of standard deviation) but unfortunately, not sufficient information was given to estimate the correlation between assessments.

4.3.1. The classification of treatment effect with the SRM with Cohen’s thresholds for ESP

In the interpretation of these two effect size indices, the thresholds proposed by Cohen 26-54 as operational definitions of magnitude of change cannot be used interchangeably as is generally assumed. Table 4.2 summarizes the results of the SRM’s substituted into ESP’s (using equation A4 in the appendix). It shows clearly that mistakes can be made in the classification of the magnitude of detected change in health-related quality of life if Cohen’s rule of thumb of the ESP is assumed in the interpretation of the SRM. In 148 SRM’s that were adjusted, the magnitude of the
correlation coefficient caused no change in classification in 77%. Approximately, 34 of the 148 estimated effect sizes (23 percent) did not fall in the category indicating the same magnitude of change. Underestimation of effect size according to Cohen’s thresholds occurred in 5 SRM’s (3.4%), whereas 29 SRM’s (19.6%) were overestimates of effect size.

To get a better understanding of the role of the calculated correlation between baseline and follow-up score in the relationship between these two effect size indices, we have, for these 148 estimates, expressed the SRM as the percentage of the value of the ES<sub>pooled</sub>. In figure 4.1 it is shown that the SRM covers the ES<sub>pooled</sub> 100% at the x-axis with the calculated r = .50 at the y-axis for each of the instrument scales of which the pre-post test correlation r was recalculated. The depicted curve shows, irrespective of the values of the effect sizes estimated in our sample of health-related quality of life scales, that the relative distance from the SRM to the ES<sub>pooled</sub> varies with the size of the baseline-follow-up correlation.

### Table 4.2 Similarities and differences between the Standardised Response Mean (SRM) and pooled effect size (ES<sub>pooled</sub>) interpreted using Cohen’s thresholds (N=411: 148 + 263)

<table>
<thead>
<tr>
<th>ES&lt;sub&gt;pooled&lt;/sub&gt;</th>
<th>Trivial effect</th>
<th>Small effect</th>
<th>Medium effect</th>
<th>Large effect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; .20</td>
<td>43</td>
<td>2</td>
<td>45</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>≥ .20 &lt; .50</td>
<td>6</td>
<td>35</td>
<td>2</td>
<td>43</td>
<td>92</td>
</tr>
<tr>
<td>≥ .50 &lt; .80</td>
<td>11</td>
<td>13</td>
<td>23</td>
<td>35</td>
<td>69</td>
</tr>
<tr>
<td>≥ .80</td>
<td>12</td>
<td>23</td>
<td>69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>49</td>
<td>48</td>
<td>27</td>
<td>24</td>
<td>148</td>
</tr>
</tbody>
</table>

1 See appendix.
2 SRM used with interpretation according to Cohen’s thresholds for ES<sub>pooled</sub>
Figure 4.1 The relationship between the correlation and the relative ratio of the SRM and \( ES_P \) (\( N=148 \))

To avoid invalid interpretations in the evaluation of responsiveness with SRM index we have, for every value of the correlation between baseline and follow-up score, calculated the corresponding \( ES_P \)'s for Cohen's thresholds of \( .20 = \) small, \( .50 = \) medium, and \( .80 = \) large. Indices that lie within the interval that corresponds with these thresholds are not depicted. To classify the magnitude of change estimated with the SRM more precisely, this effect size index is adjusted for every value of the correlation coefficient \( (r) \) between baseline and follow-up assessments and brought into line with Cohen’s thresholds for effect size. Figure 4.2 shows that SRM’s of 0.20, 0.50 and 0.80, don’t deviate after calibration with Cohen’s \( ES_P \) taken as the original standard, when \( r = .50 \). A SRM of 0.20 must be tagged as trivial effect as long as the correlation coefficient ranges from \( r=.01 \) to \( r=.49 \). With large corresponding correlation coefficients a small SRM of 0.20 must be tagged as moderate \( (.20/\sqrt{2}/\sqrt{1-.92} = .50) \) or large \( (.20/\sqrt{2}/\sqrt{1-.97} = .80) \) The class midpoint 0.35 of the ‘small
effect’ range of effect (not depicted) has to be classified as moderate or large effect with correlation coefficients of 0.76 (.35/√2 / √1-.76 = .50) and 0.91 (.35/√2 / √1-.91 = .80) respectively.

SRM’s of 0.80 has to be tagged as ‘moderate’ effect if the correlation ranges from r = 0.01 to 0.49. The SRM ≥ 0.80 cannot drop below the cut-off points of small and trivial due to the correlation magnitude between baseline and outcome measurements. ‘Moderate’ effect (SRM = 0.50) must be tagged as ‘small’ if the correlation between repeated measures is below 0.49 and has to be classified as ‘large’ in case of r = .81. The class midpoint 0.65 (not depicted) of the ‘moderate effect’ range of effect must be valued as ‘small’ with a r = 0.14 (.65/√2/√1-.14 = .49).

In contrast with the fixed threshold values .20, .50 and .80 in figure 4.2, in the analysis of 148 effect size estimates from which the correlation of a person’s health status measurements over time was calculated, we found SRM values ranging from 0.04 to 2.42. Correlation coefficients ranged from .08 to 0.89 and 70% of the 148 coefficients were larger than 0.50. Overestimates of effect size (see table 4.2) are not depicted in figure 2, but are easily estimated. For example A SRM of 0.85 interpreted by the researcher as large effect, changed into a moderate effect according to Cohen’s thresholds, due to a correlation of 0.12 between repeated measurements.
Figure 4.2 Cohen’s thresholds for effect size SRM corrected for the size of the correlation coefficient between repeated measurements.
4.4 DISCUSSION

The values used in effect size classification for difference between means as small, medium, and large was arbitrary but seemed reasonable, Cohen stated some 30 years ago. In the debate over which standardizing unit of the difference one should take in a within-group situation, we propose that estimating the magnitude of change by using either the SD of the change score or the pooled SD is preferable to the use of the SD at baseline as proposed by Kazis et al., although the SRM must be adjusted to make correct use of Cohen’s thresholds when magnitude of change over time is estimated in evaluation research. These thresholds of Cohen are now being cited without distinguishing between the units by which the assessed change over time is standardized. This is surprising since there is unequivocally no doubt that his rule of thumb was derived from the pooled SD as the estimate of the common within variance. Moreover, routine action in calculating effect sizes may have led to a reduced awareness of factors originally considered only in the calculation of power and sample size. For instance, the calculation of power of the detected change or difference without using the information of \(r\) can lead to the wrong inferences. Cohen, p. 50

In evaluation research on treatment-related quality of life, researchers seem to overlook the fact that, in assessing change over time within one subject, the experimental technique of ‘self-matching’ reduces the proportion of the total variance due to extraneous variables not related to the treatment or intervention per se. 55

We may conclude that the rule of thumb proposed by Cohen can induce differences in the interpretation of the size of estimated effects. At present it does not appear to us that a single set of rules that are unequivocal or normative at some level is available. We have begun to explore alternative methods in effect size estimation and have assessed the interrelation between two effect sizes as estimates of magnitude of change over time within groups. As we have demonstrated, errors can easily be made and different interpretations of the magnitude of detected change may occur. In analysing the data from our sample of published studies on change over time in health-related quality of life, we saw meaningful shifts in magnitude of detected change in relation to the size of the correlation between pre- and post-test scores. In this article we have attempted to draw the attention to the problem of over- or underestimation of effect sizes when the Standardized Response Mean is used. Studies in which the mean change over time is standardized with the SD baseline according to Kazis et al. should report the ESp to show that the results were not dependent on the choice of denominator in the d-index formula.

Due to their increasing appearance, it is important that all aspects of estimating the
magnitude of change be inspected. One of these aspects is the consequence of the hidden role of the correlation coefficient between repeated measurements, which increases the risk of incorrect conclusions. This initial effort may provide a moderate step toward the development of a precise and useful index in quality of life assessment in clinical trials.
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APPENDIX

Given Cohen’s formula 1 for the Effect Size index for means from matched samples:

\[ d_z' = \frac{m_z}{\sigma_z} = \text{SRM} \]

where:

\[ \sigma_z = \sigma(X_{\text{baseline}} - X_{\text{outcome}}) = \sqrt{(\sigma_{x_{\text{baseline}}}^2 + (\sigma_{x_{\text{outcome}}}^2 - 2r\sigma_{x_{\text{baseline}}}\sigma_{x_{\text{outcome}}})} \]

and assumed equal variance, i.e.:

\[ \sigma_{x_{\text{baseline}}}^2 = \sigma_{x_{\text{outcome}}}^2 = \sigma_x^2 \]

(A2) gives:

\[ \sigma_z = \sigma(X_{\text{baseline}} - X_{\text{outcome}}) = \sqrt{2\sigma_x^2 - 2r\sigma_x^2} = \sigma \sqrt{2(1 - r)} \]

and for the Effect Size index for means of independent samples the standardizing unit is:

\[ d^\prime = \frac{m_{x_{\text{baseline}}} - m_{x_{\text{outcome}}}}{\sigma_p} = \text{ES}_p \]

where:

\[ SD_p = \sqrt{\left(\frac{\sigma_{x_{\text{baseline}}}}{2}\right)^2 + \left(\frac{\sigma_{x_{\text{outcome}}}}{2}\right)^2} \quad \text{for: } N_{\text{baseline}} = N_{\text{outcome}} \]
Now from equation A2 and A3 we use the difference between the standardizing unit for difference in means for matched samples (SRM) being \( \sigma \sqrt{2(1-r)/\sigma} = \sqrt{2(1-r)} \) as large as would be in the case of independent samples (ESP) \(^{26}\), p.48-52. Now we can substitute SRM into ESP by:

\[
\text{SRM} = d'z = \frac{mz}{\sigma} \quad \text{ESp} = \frac{d'_{4} m_{\text{baseline}} - m_{\text{outcome}}}{\sigma}
\]

\[
d = d'_{2} \sqrt{\frac{2}{1-r}}
\]

\[
d = \text{SRM} \times \sqrt{2}
\]

\[
\text{SRM} \times \sqrt{2} = \frac{\text{ESp}}{\sqrt{1-r}} \quad \{ \text{with } r = 0 : \text{SRM} \times \sqrt{2} = \text{ESp} \}
\]

\[
\text{SRM} \times \sqrt{2} \times \sqrt{1-r} = \text{ESp} \quad \text{and} \quad \left(\frac{\text{ESp}/\sqrt{2}}{\sqrt{1-r}}\right) = \text{SRM}
\]

we note that \( r \) is estimated in cases in which the standard deviation at baseline, outcome, as well as the standard deviation of the difference or change score were published:

\[
\sigma_{\text{change}} = \sqrt{\sigma_{\text{baseline}}^{2} + \sigma_{\text{outcome}}^{2} - 2\sigma_{\text{baseline}}\sigma_{\text{outcome}}r}
\]

\[
\sigma_{\text{change}}^{2} = \sigma_{\text{baseline}}^{2} + \sigma_{\text{outcome}}^{2} - 2\sigma_{\text{baseline}}\sigma_{\text{outcome}}r
\]

\[
\sigma_{\text{change}}^{2} - \sigma_{\text{baseline}}^{2} - \sigma_{\text{outcome}}^{2} = -2\sigma_{\text{baseline}}\sigma_{\text{outcome}}r
\]

\[
2r = \frac{\left(\sigma_{\text{baseline}}^{2} + \sigma_{\text{outcome}}^{2}\right) - \left(\sigma_{\text{change}}^{2}\right)}{\left(\sigma_{\text{baseline}}\right)\left(\sigma_{\text{outcome}}\right)} = \frac{1}{2} \frac{\left(\text{SD}_{1}\right)^{2} + \left(\text{SD}_{2}\right)^{2} - \left(\text{SD}_{\text{change}}\right)^{2}}{\left(\text{SD}_{1}\right)\left(\text{SD}_{2}\right)}
\]
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