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\textbf{ABSTRACT}

Recently, there has been increasing interest in determining which social network structures emerge as a consequence of the conscious actions of actors. Motivated by the belief that “networks matter” in reaching personal objectives, it is a natural assumption that actors try to optimize their network position. Starting from the notion that an optimal network position depends on the social context, we examine how actors change their networks to reach better positions in various contexts. Distinguishing between three social contexts (a neutral context, a context in which closed triads are costly, and a context in which closed triads are beneficial), theoretical results predict that emerging networks are contingent on the incentives that are present in these contexts. Experiments are used to test whether networks that are theoretically predicted to be stable are also stable experimentally. We find that emerging networks correspond to a large extent with the predicted networks. Consequently, they are contingent on the incentives present in various social contexts. In addition, we find that subjects tend to form specific stable networks with a higher probability than predicted, namely, efficient networks and networks in which everyone is equally well off.
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1. Introduction

Over the past decades, there has been a growing interest in the effect of social networks on individual achievement and group performance. Driven by the belief that actors should not be regarded as atomized individuals but instead as individuals embedded in social relationships (Polanyi, 1957; Granovetter, 1985), many studies have shown that social structure affects important aspects of social and economic life. Examples include personal health (House et al., 1988), educational attainment (Coleman and Hoffer, 1987), finding a job (Granovetter, 1974), buyer satisfaction (DiMaggio and Louch, 1998), firm performance (Uzzi, 1996), closing deals (Mizruchi and Stearns, 2001), the enforcement of social norms (Raub and Weesie, 1990), and the promotion of civic engagement (Putnam, 2000).

The network literature has concentrated on what good network positions are at the individual level, and how network structure relates to the performance of groups at the collective level. Although these studies imply that individuals try to maneuver themselves into beneficial network positions, the mechanisms underlying these processes have only been made explicit to a limited extent (Flap, 2004). Given the strategic value of networks, it is important to understand how networks are formed (Jackson, 2005). Using a dynamic point of view, we can illuminate how actors form ties and how network structure evolves given the benefits of network positions (Jackson and Wolinsky, 1996). Accordingly, the focus shifts from networks as an independent variable (“consequences of networks”) to networks as a dependent variable (“causes of networks”). Naturally, new questions arise. How do people change their networks in order to achieve better positions? When is a network stable, or when does no more change occur? Additionally, if many networks are stable in a given context, which networks are more likely to emerge?

Recently, the literature on dynamic social networks has been growing considerably (see Doreian and Stokman, 1997; Stokman and Doreian, 2001) and Breiger et al. (2003) for extensive overviews from the point of view of sociology; see Jackson (2005) and Goyal (2007) for surveys from the economics literature). This study is most closely related to several game-theoretic models that deal with the emergence of networks and are used in economics as well as sociology (e.g., Myers, 1991; Jackson and Wolinsky, 1996; Bala and Goyal, 2000; Johnson and Gilles, 2000; Gould, 2002; Goyal and Vega-Redondo, 2007; Buskens and Van de Rijt, 2008; Willer, 2007). In these models, it is assumed that (1) actors derive utility from their network and the position they occupy within this network,
and (2) actors are able to strategically arrange their ties in order to optimize their expected utility (Jackson, 2006).

Most of the formal network formation models in the dynamic network literature face three major drawbacks. First, the connection with “classic” theories of network structure and performance is often nonexistent. The economists who developed most of these models often neglected the substantive knowledge of relevant network characteristics that affect important aspects of social and economic life as known to sociologists. Although the integration of these subfields is limited, noteworthy examples of cross-fertilization are Cálvo-Armengol (2004), Goyal and Vega-Redondo (2007), Willer (2007), and Buskens and Van de Rijt (2008). Second, there are hardly any dynamic network studies that include systematic comparisons of social contexts in terms of network dynamics. As incentives attached to particular network structures vary across social contexts, we can also expect different emerging network structures across social contexts. Third, few empirical tests of dynamic network models have been conducted so far. Exceptions in this respect include experiments conducted by Falk and Kosfeld (2003), Deck and Johnson (2004), Callander and Plott (2005), Berninghaus et al. (2006, 2007) and Goeree et al. (2008). For a more extensive overview, see Kosfeld (2005). These experiments, however, still hardly compare different contexts. In addition, they mostly focus on one stable structure and pay less attention to the likelihood of emergence of specific stable structures if multiple stable structures exist.

This article attempts to overcome some of the above-mentioned quandaries in network formation models. By considering theories of well-known benefits of network structures derived from the sociological literature, we hypothesize which networks will emerge depending on the social context. We introduce three network formation contexts: (1) a context in which closed triads are costly,1 (2) a context in which closed triads are beneficial, and (3) a neutral context as a reference situation.2 Analytic calculations and computer simulations, including the characterization of stable states in each context, are used to develop the theoretical framework and derive hypotheses. Experiments are carried out to assess whether emerging networks are contingent on the incentives related to the social context in which they are embedded, and to assess which of the potentially stable networks are more likely to emerge in a dynamic network process.

2. Two alternative contexts for network formation

In his seminal work on the social structure of competition, Burt (1992) constructs a theory that envisages which positions in a social network are most beneficial (e.g., to obtain higher profits, to gain exclusive information, or to produce good ideas). As a baseline, we measure network structure and utility for redundant. Second, bringing together non-redundant contacts (i.e., occupying a structural hole) gives control over whose interests are served when information is exchanged. Although Burt’s notion of structural entrepreneurship implies that individuals attempt to maneuver themselves into beneficial positions, he does not elaborate much on the mechanism underlying this process (cf. Buskens and Van de Rijt, 2008). We assume that actors deliberately manipulate ties to improve the opportunity structure created by their social relationships. In the “Burrian” model, actors strive to have non-redundant ties, occupy brokerage positions, and bridge structural holes. In other words, actors maximize their utility by trying to create ties with unconnected others.

In contrast, Coleman (1990) argues that, rather than structural holes, network closure should be regarded as the most important source of social capital. According to Coleman, dense and cohesive networks reduce the costs of information searches, promote trust, and facilitate achieving norms. Similarly to Burt (1992), Coleman focuses on access and control benefits. First, closure facilitates access to information, thereby decreasing the costs of information search. Since the quality of information tends to decay in transit, it is better to obtain this information with a minimum number of intermediaries. Second, network closure facilitates sanctions and coming to agreements, thereby promoting trust and norms. In the “Colemanian” model, actors strive to create redundant ties and closed triads. From a dynamic point of view, the optimal way to form ties is with connected others.

At first glance, Burt and Coleman seem to represent two opposing views of the best way to form ties. However, this seeming contradiction should be called into question, since the context-dependency of these different views is often overlooked when comparing their strengths and weaknesses. As network effects are goal-specific, structural advantage may vary depending on the particular situation (Podolny and Baron, 1997; Flap and Völker, 2001; see also Burt, 2005). Accordingly, the effect of network position on social and economic outcomes is context-dependent, since incentives differ across situations. Enforcing norms and promoting safety works better in a dense structure than in a structure rich in structural holes. When searching for a job, “weak ties” are more beneficial than “strong ties” (Granovetter, 1973), where weak ties are often ties to people who do not have contacts with other contacts of the focal actor. Obviously, these system-level phenomena (social contexts) can be expected to influence system outcomes (network structure) through their effect on individual orientations and actions. The resulting network structure cannot be perceived as a direct result of macro-differences, but is a byproduct of individual behavior. Actors do not directly strive for dense, decentralized, or segmented networks, but optimize only their individual network positions. Therefore, we consider network formation as a macro–micro–macro process (see Coleman, 1990) encompassing the uncoordinated sum of individuals’ actions originating from the optimization of each actor’s network position.

3. Theoretical framework and hypotheses: network formation and stability

3.1. Network formation contexts and utility functions

This section describes our model. Each network position of an actor \(i\) in a network \(g\) represents a utility \(u_i(g)\). As a baseline, we introduce a neutral context in which actors establish ties without preference for whether network partners are related or not. Later, the model is expanded to contexts in which actors prefer ties with connected others (Coleman context) and contexts in which actors prefer ties with unconnected others (Burtian context).
Actors are assumed to be homogeneous within a given context, while preferential attachment is only based on the ties others have. Thus, other actor characteristics (such as an actor’s resources) are neglected in the network formation process. The costs and benefits are the same for each actor, and utility functions only vary across contexts.

A network $g$ is composed of actors, represented by $n$ nodes, and the relationships between these actors, represented by $t$ ties. Let $N = \{1, 2, \ldots, n\}$ be the finite set of actors, and $t_i$ the value of the tie between actors $i$ and $j$. We consider ties to be non-reflexive ($t_{ii} = 0$ for all $i$), non-directed ($t_{ij} = t_{ji}$ for all $i, j$), and non-weighted ($t_{ij} \in \{0,1\}$). Given these conditions, the set of all possible networks is $\mathcal{G} = \{g | g \subseteq (0, 1)^{(n-1)/2}\}$. We denote the tie between $i$ and $j$ by $ij$. If $ij \in g$, actors $i$ and $j$ are directly connected in the network $g$. If $ij \notin g$, this is not the case. The addition of a tie $ij$ to a network $g$ can be denoted by $g + ij$, while the deletion of a tie $ij$ results in the network $g - ij$.

Below, we distinguish three utility functions. First, we assume that utility only depends on the number of ties an actor $i$ has: $\text{ui}(g) = \text{ui}(t_i)$, where $t_i = \sum_{j \neq i} t_{ij}$. An actor is willing to form or hold a tie if and only if the marginal benefits of that tie outweigh its marginal costs. This context is called neutral. When actors form ties in a neutral context, an actor $i$’s costs ($C$) and benefits ($B$) are only affected by his own $t_i$ ties and are not related to ties between other actors. The utility of an actor $i$ in a neutral context is therefore presented by: $\text{ui}(g) = \text{B}(t_i) - \text{C}(t_i)$.

Assuming that tie benefits and costs are linear ($\text{B}(t_i) = b_1 t_i$, and $\text{C}(t_i) = c_1 t_i$), an actor makes any tie if $b_1 > c_1$, or does not make any tie if $c_1 > b_1$. However, since actors have to divide their attention over all their relationships, it can be argued that the marginal costs of an extra tie are an increasing function of $t_i$ (an equivalent model emerges if marginal benefits of ties are a decreasing function of $t_i$): $\text{C}(t_i) = c_1 t_i + c_2 t_i^2$. If benefits are still linear, $\text{B}(t_i) = b_1 t_i$, this implies that actors face capacity constraints. Actors are willing to form ties as long as the marginal costs are larger than or equal to the marginal costs of ties. The resulting utility function for the neutral context is: $\text{ui}(t_i) = b_1 t_i - c_1 t_i - c_2 t_i^2$.

Next, we define two utility functions in which actors have preferences on the relationships between other actors. In the “Burtian” context, actors prefer ties with unconnected other actors: they strive to bridge structural holes and try to avoid having redundant contacts. In other words, an actor $i$ with a number of closed triads $z_i$ incurs additional costs. Assuming that costs for closed triads are linear in $z_i$, utility in the Burtian context can be represented by $\text{u}_i(t_i, z_i) = b_1 t_i - c_1 t_i - c_2 t_i^2 - c_3 z_i$. It is worthwhile to note that $z_i$ is not independent of the number of ties $t_i$ actor $i$ has. Clearly, $t_i$ poses the upper bound $t_i(t_i - 1)/2$ on the number of closed triads $z_i$ that actor $i$ can be involved in.

It holds true in the Burtian context that actors form ties as long as the marginal costs of ties are not larger than the marginal benefits. However, if the creation of an extra tie results in one or more closed triads for actor $i$, then the marginal costs are larger than they would be in the neutral context. The utility function for the Burtian context is an adjusted version of the original constraint measure constructed by Burt (1992), which should be perceived as a measure of the absence of brokerage opportunities: the lower the constraint, the higher the adjacent utility. Compared to the original formula, the above-mentioned utility function is simplified by considering the absence of closed triads in the same way as having only non-redundant ties. Although it is questionable to use such a crude measure of structural autonomy, the benefit of this simplification is that it allows the utility function to be operationalized in an experimental setting more easily. The formula closely resembles Burt’s network constraint, as it comprises the notions that: (1) it is beneficial to add ties as long as these ties are non-redundant; (2) sharing one closed triad is still better than sharing more closed triads; and (3) brokerage opportunities are derived from direct contacts only and not from indirect contacts.

Buskens and Van de Rijt (2008) show that these are the crucial properties of the utility function for predicting which network will emerge in a dynamic context. In contrast to Burt (1992), Goyal and Vega-Redondo (2007) propose a model in which indirect brokerage opportunities are as important as direct brokerage opportunities. Although both assumptions are quite extreme, we focus here on direct brokerage benefits alone for three reasons. First, because this measure is closer to Burt’s original measure of brokerage and Burt (2007) shows empirically that the benefits of indirect brokerage are likely to be limited. Second, the networks in our experiment are relatively small (six nodes), which means that there are relatively few indirect brokerage opportunities. Third, the implementation of indirect brokerage opportunities into an experiment would considerably complicate the explanation of the utility function to the experimental subjects.

The third context is the “Colemanian” context in which actors prefer ties with connected other actors, thereby striving for closed triads. More formally, an actor $i$ with a number of closed triads $z_i$ yields additional benefits $b_2 z_i$. This leads to the following utility function: $\text{ui}(t_i, z_i) = b_1 t_i + b_2 z_i - c_1 t_i - c_2 t_i^2$.

Again, actors are willing to form ties as long as the marginal costs of ties are not larger than the marginal benefits of these ties. However, when the creation of an extra tie results in one or more closed triads for actor $i$, this creates extra utility and, therefore, there is a potential to create more ties than in the neutral context. Hence, we expect different network dynamics across the various contexts.

3.2. Analytic results

Given the utility functions for the three contexts, and assuming that actors attempt to maximize their utility, we can identify how many ties actors are willing to form. We specify the number of ties actors create under the different functions. The marginal costs of an additional tie ($MC_t$) are equal to $C(t_i + 1) - C(t_i) = c_1(t_i + 1) + c_2(t_i + 1)^2 - (c_1 t_i + c_2 t_i^2)$, where $t_i$ is actor $i$’s number of ties. We now derive equations for how many ties actors want in each context.

In the neutral context, actors form ties as long as $MC_t \leq b_1$, i.e., $c_1(t_i + 1) + c_2(t_i + 1)^2 - (c_1 t_i + c_2 t_i^2) \leq b_1$. From this, it can be deduced that an actor $i$ wishes to add an additional tie if and only if $t_i < (b_1 - c_1 - c_2)/2c_2$. Clearly, an actor can only add a tie if there is another actor to whom he is not yet connected and who also wants an additional tie.

In the Burtian context, actors want to form ties as long as $MC_t + MC_z \leq b_1$, where $MC_z$ is the marginal cost of a newly formed closed triad. This implies that when an additional tie results in the creation of $\Delta z$ closed triads, an actor wishes to add the tie provided that $c_1(t_i + 1) + c_2(t_i + 1)^2 - (c_1 t_i + c_2 t_i^2) + \Delta z c_1 \Delta z_1 \leq b_1$. Accordingly, an actor $i$ wants to create an additional tie if and only if $t_i < (b_1 - \min_\Delta z c_1 \Delta z_1 - c_1 - c_2)/2c_2$. Clearly, an actor can only add a tie if there is another actor to whom he is not yet connected and who also wants an additional tie.

In the Colemanian context, actors want to form ties as long as $MC_t + MB_z \leq b_1$, where $MB_z$ is the marginal benefits of a newly formed closed triad. This implies that when an additional tie results in the creation of $\Delta z$ closed triads, an actor wishes to add the tie provided that $c_1(t_i + 1) + c_2(t_i + 1)^2 - (c_1 t_i + c_2 t_i^2) \leq b_1 + MB_z \Delta z$. From this, it follows that actor $i$ desires an additional tie if and only if $t_i < (b_1 + \max_\Delta z b_2 \Delta z_2 - c_1 - c_2)/2c_2$, where $\min_\Delta z \Delta z_2$ is the maximum number of additional closed triads $i$ can create by adding one tie. Ceteris paribus, this implies that actors in the Burtian context form fewer ties than actors in the neutral context.

In the Colemanian context, an actor forms ties until $MC_t + MB_z \leq b_1$, where $MC_t$ is the marginal cost of a newly formed closed triad. This implies that when an additional tie results in the creation of $\Delta z$ closed triads, an actor wishes to add the tie provided that $c_1(t_i + 1) + c_2(t_i + 1)^2 - (c_1 t_i + c_2 t_i^2) \leq b_1 + MB_z \Delta z$. From this, it follows that actor $i$ desires an additional tie if and only if $t_i < (b_1 + \max_\Delta z b_2 \Delta z_2 - c_1 - c_2)/2c_2$, where $\min_\Delta z \Delta z_2$ is the maximum number of additional closed triads $i$ can make by adding one tie. Therefore, compared to actors in a neutral or Burtian context, Colemanian actors typically create more ties.
3.3. Network stability

Having specified how actors change their networks to reach better positions, we turn to network stability. The most common stability concept proposed by Jackson and Wolinsky (1996) is pairwise stability. In pairwise stable networks, there is no actor who desires to sever a tie and no pair of actors that would like to add a tie between themselves. Formally, this boils down to the following two conditions:

A network $g$ is pairwise stable if (I) for all $i$ and $j$, $ \forall g, u_i(g - ij) \geq u_i(g)$; and (II) for all $ij \in g$, if $u_i(g) < u_i(g + ij)$ then $u_j(g) > u_j(g + ij)$.

Given that tie deletion is considered to be unilateral and tie addition bilateral, the concept of pairwise stability considers only one-tie deviations (Buskens and Van de Rijt, 2008; Jackson, 2006). Although the concept of pairwise stability can be adapted in several ways to account for multiple-tie deviations (e.g., strict pairwise stability (Gilles and Sarangi, 2008); unilateral stability (Buskens and Van de Rijt, 2008)), these adaptations hardly change the set of stable networks in the contexts considered here. The conditions for pairwise stable networks follow directly from the conditions for the willingness to add and remove ties as specified above, i.e., if all actors do not have more than their preferred number of ties and if no pair of actors who would like to add a tie is able to do so, then the network is stable. Hence, pairwise stability is a network property rather than an individual property. Below, we will see that there are multiple stable networks in each context. Combining simulations with the experimental evidence, we try to shed some light on the likelihood that specific stable networks will emerge.

4. Computer simulations

4.1. Simulation design

We now identify the stable networks across the various contexts for our experimental manipulation. In order to do so, all possible non-isomorphic networks with 6 actors are surveyed. Benefits $b_1$ and costs $c_1$ are fixed at 1 and 0.2, respectively, while the capacity constraints are varied via the quadratic costs of ties ($c_2$). These quadratic costs of ties take the values 0.10 (low capacity constraints) and 0.20 (high capacity constraints). With respect to the Burrian and Colemanian contexts, respectively, the costs and benefits of a closed triad are considered to be linear and fixed at $c_3 = b_2 = 0.20$ per closed triad.

To derive hypotheses about the effects of context on emerging network structures, we use density, proportion of closed triads, centralization, and segmentation as the characteristics to describe the networks. These network characteristics include all the main characteristics to distinguish between the stable networks that emerge in the contexts studied here, and are sufficient to uniquely identify any network with six actors. Moreover, it is expected that networks emerging in different social contexts differ on these dimensions. Density is defined as the proportion of existing ties in a network (Wasserman and Faust, 1994). Density and the proportion of closed triads can both be regarded as measures of network closure. However, it is important to make a distinction between the two measures. Actors that strive to bridge structural holes do not necessarily shun dense networks, but do avoid the creation of closed triads. In other words, actors that form ties in a Burrian context want as many ties as possible as long as an additional tie does not result in the creation of one or more closed triads. These networks can be rather dense. Alternatively, actors in the Colemanian context want closed triads, but if ties are costly, this can lead to small closed subgroups while the overall network density is not that dense.

Centralization is defined as the standard deviation of the proportion of ties (number of ties divided by the number of other actors in the network) each individual actor has (see Snijders, 1981). The measure is standardized such that all values lie between 0 and 1, where the most centralized network (the ‘star’) has the value 1. Centralization expresses the presence of structural inequality or unevenness in the network by measuring the extent to which the network resembles a star-shaped structure. In the Burrian context, all actors would like to be the center of the network; centralization indicates whether some actors actually succeed in becoming central.

Segmentation is defined as the proportion of dyads with a distance of at least 3, out of all dyads that have a distance of at least 2 (Baerveldt and Snijders, 1994). All disconnected dyads are assumed to have a distance larger than 3. Networks with a maximal distance of 2 between two actors are not segmented at all and are assigned a value of 0. Segmentation reflects the extent to which the network is partitioned into strongly connected subgroups. By measuring segmentation, we can identify whether closed subgroups emerge in the Colemanian context if tie costs are high.

The simulation consists of two steps. First, we check which networks are pairwise stable. In addition, we evaluate the network structure for the stable networks in each context. Although this analysis provides an overview of all pairwise stable networks, it does not indicate which stable networks are more likely to occur than others. For this reason, it is impossible to draw exact hypotheses about the “average” predicted network structures across the various contexts.

Second, we examine the network formation process by starting from an empty network and letting actors add and sever ties until convergence, that is, until a pairwise stable state is reached. In the experiment, we also start from the empty network. In this simulation, a random actor is chosen in each period. This actor changes one tie in order to gain the maximum increase in his utility, taking into account that if he would like to add a tie, the other actor must not object. Thus, we apply a kind of myopic best-response in which actors are constrained, in the sense that they can change one tie at most. By letting this simulation run 200 times in all experimental conditions (which are defined by context and capacity constraints), we are able to deduce the probability that a network will converge to a specific pairwise stable network in a particular network formation context. This not only provides us with a baseline likelihood for a specific pairwise stable network to emerge in a given context, it also allows us to estimate, e.g., the expected density or centralization of emerging networks in each context.

We focus on networks of size 6 because this magnitude can be considered “a size reflecting a trade-off between capturing network complexity while maintaining manageability” (Callander and Plott, 2005: 1473). A network should be large enough (in terms of the number of actors and the potential number of ties) to observe differences between conditions and contexts, but testing hypotheses based on a relatively large network might make it difficult for subjects to gain a clear view of the “physical” network during the experimental test, resulting in coordination problems and non-random error.

With respect to the quadratic costs, we focus on two levels: low ($c_2 = 0.10$) and high ($c_2 = 0.20$) capacity constraints. Whereas under high capacity constraints actors want to form a maximum of two ties in the neutral context, this amounts to four ties under low capacity constraints. The choice for these two specific levels of quadratic costs is based on the premise of scrutinizing two significantly different conditions in which there is more than one pairwise stable network under each of the constraints, in each con-
We control for “random error” in goal-directed behavior by running the simulations at different levels of “noise,” as this can explain the discrepancies between the expected and observed network structures. Noise is implemented as the proportion of random tie changes rather than goal-directed changes as indicated above, and can take the values 0.10 (low), 0.40 (average), or 0.70 (high). In this way, we ensure that we do not obtain predictions that are specific to a deterministic version of the model while testing it in an experimental context in which subjects occasionally make mistakes. Possible discrepancies between the expected and observed probabilities of convergence toward a particular stable network are analyzed by looking at different levels of noise. We consider a simulation as converged if during a period in which a goal-directed change could have been made, no pair of actors wanted to change their ties. The simulations converged under all experimental conditions. These conditions were chosen in such a way that (1) they comprised the most salient differences between contexts while still being experimentally manageable, and (2) the hypotheses specified below are representative for other network sizes, starting networks, and capacity constraints. In particular, we ran many more simulations using more values of the size of the networks, costs and benefits of ties, and costs and benefits of closed triads. The experimental conditions are representative in the sense that they include variations that cover the most relevant variations in outcomes in all our simulations.

4.2. Simulation results and hypotheses

Fig. 1 displays all pairwise stable networks for the three contexts. Under low capacity constraints, there are eight different pairwise stable networks. For the neutral context, these are the filled tail pentagon, single-crossed 3-prism, octahedron, and the full pentagon with one isolated actor. For the Burtian context, the stable networks are the 2,4-complete bipartite network, 3,3-complete bipartite network, and the 3-prism. For the Colemanian context, there are only two pairwise stable networks under low capacity constraints: the full hexagon and the full pentagon with one isolated actor. Under high capacity constraints, there are six different pairwise stable networks. We often find under this condition similar stable networks across the three contexts because the constraint on the number of ties becomes relatively more important than the triads. For the neutral context, the pairwise stable networks are the two triangles, the square and dyad, the pentagon and isolate, and the hexagon. In the Burtian context, there are three pairwise stable networks: the square and dyad, the pentagon and isolate, and the hexagon. In the Colemanian context, there are five pairwise stable networks: the full pentagon and isolate, the full square and dyad, two triangles, the pentagon and isolate, and the hexagon.

We not only want an overview of the stable networks, but also wish to know which stable networks are more likely to occur than others. These predictions are derived from the simulation conducted by the procedure described above. Table 1 shows the probability of convergence towards a particular stable network by capacity constraint and context. We compare noise levels of 0.10, 0.40, and 0.70. However, the variation in outcomes is limited for different noise levels. Therefore, we can safely use the average noise level of 0.40 to derive our hypotheses below.

Taking a closer look at the stable networks, we can identify which networks are equal and/or efficient. By “equal” we mean that every actor has the same net benefit in the network, and by “efficient” we mean that the sum of the net benefits in the network is the highest among all networks. If we then look at Table 1, we observe that certainly in the Colemanian and Burtian context, the networks that are both equal and efficient are more likely to emerge than the other stable networks. In the neutral context with low capacity constraints, there does not seem to be one network that emerges much more often than all the others. In the neutral context with high capacity constraints, only one of the two equal and efficient networks emerges more frequently than all the other stable networks, which is the hexagon.

On the basis of the simulations described above, we hypothesize the extent to which the emerging networks and the resulting network characteristics are contingent on the social contexts. This is done by comparing the mean network characteristics across the six network formation conditions. These predicted mean network characteristics are derived from the characteristics of the identified pairwise stable networks together with the probability of convergence to a particular stable state in a given context, assuming a 40% noise level. For example, in the Colemanian context under low capacity constraints, the full hexagon accounts for 86% of the mean network characteristics and the full pentagon for 14% (based on their probability of occurrence). Table 2 shows the predicted mean network characteristics, proportion of closed triads, centralization, and segmentation by capacity constraint and context.

Equality of means for the selected network characteristics (density, proportion of closed triads, centralization, and segmentation) across the three contexts by capacity constraint was tested using a regression analysis predicting network characteristics using the six conditions. Wald tests were used to test the equality of the coefficients for the network characteristics in these analyses. If differences are not significant for 200 simulation runs, they can also be expected to not be significant in the limited number of experimental runs we present below. Accordingly, we rank each network formation context by its capacity constraints for each of the four network characteristics. The resulting hypotheses are given below. Some hypotheses are more self-evident than others. More specifically, the proportion of closed triads can be perceived as a direct product of goal-directed or rational behavior. “If actors want bananas, they buy bananas” (if they are able to pay for them and recognize what bananas are). In other words, given that Colemanian actors strive for closed triads, it is not surprising that we find a high proportion of closed triads in the emerging network structures. On the contrary, centralization and segmentation are merely byproducts of these actions. In other words, they are unintended consequences of goal-directed behavior, and the hypotheses below are less obvious.

Hypothesis 1. Density \(d\) in the different conditions is ordered as follows:

- Low capacity constraints: \(d(\text{Burtian, low}) < d(\text{neutral, low}) < d(\text{Colemanian, low})\)
- High capacity constraints: \(d(\text{Burtian, high}) = d(\text{neutral, high}) < d(\text{Colemanian, high})\)

Hypothesis 2. The proportion of closed triads \(ft\) in the different conditions is ordered as follows:

- Low capacity constraints: \(ft(\text{Burtian, low}) < ft(\text{neutral, low}) < ft(\text{Colemanian, low})\)
- High capacity constraints: \(ft(\text{Burtian, high}) = ft(\text{neutral, high}) < ft(\text{Colemanian, high})\)

Hypothesis 3. Centralization \(c\) in the different conditions is ordered as follows:

- Low capacity constraints: \(c(\text{Burtian, low}) < c(\text{Colemanian, low}) < c(\text{neutral, low})\)
• High capacity constraints: $c(\text{Colemanian, high}) = c(\text{neutral, high}) = c(\text{Burtian, high})$

Hypothesis 4. Segmentation ($s$) in the different conditions is ordered as follows:

• Low capacity constraints: $s(\text{Burtian, low}) = s(\text{neutral, low}) < s(\text{Colemanian, low})$
• High capacity constraints: $s(\text{Burtian, high}) < s(\text{neutral, high}) < s(\text{Colemanian, high})$

The predicted network characteristics are based on the assumption that pairwise stable networks emerge with a similar likelihood in the experiment as in the computer simulations. However, empirical findings from other dynamic network experiments indicate that networks that are theoretically predicted to be stable are not necessarily stable in an experiment. For example, Falk and Kosfeld (2003) show that fairness considerations play an important role in the network formation process. They find a negative and significant effect of payoff inequality on a subject’s desire to have the same ties as in the previous period. This implies that networks need to be fairness-compatible in order to be stable. In a more recent experiment, Berninghaus et al. (2006, 2007) obtain similar results. Not only do they conclude that subjects tend to equalize payoffs in the experiment, but they also observe sacrificial behavior in order to achieve equal outcomes, destabilizing unequal networks that are theoretically predicted to be stable. Callander and Plott (2005) find that in a network formation experiment in which the predicted strict Nash equilibria provide equal payoffs for the actors, these networks are indeed likely to emerge. Efficiency does not turn out to be a criterion determining network formation in the study of Callander and Plott (2005). One limitation of Callander and Plott (2005), however, is that they do not provide a baseline for the likelihood that a network formation process converges to a particular stable network. On the contrary, our simulation provides baseline probabilities for the likelihood that particular pairwise stable networks emerge and, therefore, we can test whether a simple best-response mechanism as used in the simulation can predict the likelihood of emergence.
Table 1
Probability of convergence to a particular pairwise stable network by capacity constraint, network formation, context, and noise level (including indicators for which networks are equal and/or efficient).

<table>
<thead>
<tr>
<th>Network Equal</th>
<th>Efficient</th>
<th>Low noise level (0.10)</th>
<th>Average noise level (0.40)</th>
<th>High noise level (0.70)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low capacity constraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral context</td>
<td>Tailed full pentagon</td>
<td>0.225</td>
<td>0.220</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>Single-crossed 3-prism</td>
<td>0.425</td>
<td>0.400</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>Octahedron</td>
<td>x</td>
<td>x</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>Full pentagon and isolate</td>
<td>0.135</td>
<td>0.340</td>
<td>0.345</td>
</tr>
<tr>
<td>Burtian context</td>
<td>2,4-Complete bipartite</td>
<td>0.140</td>
<td>0.070</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>3,3-Complete bipartite</td>
<td>x</td>
<td>x</td>
<td>0.735</td>
</tr>
<tr>
<td></td>
<td>3-Prism</td>
<td>x</td>
<td>x</td>
<td>0.125</td>
</tr>
<tr>
<td>Colemanian context</td>
<td>Full hexagon</td>
<td>x</td>
<td>x</td>
<td>0.720</td>
</tr>
<tr>
<td></td>
<td>Full pentagon and isolate</td>
<td>0.280</td>
<td>0.860</td>
<td>0.875</td>
</tr>
<tr>
<td><strong>High capacity constraints</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral context</td>
<td>Two triangles</td>
<td>x</td>
<td>x</td>
<td>0.165</td>
</tr>
<tr>
<td></td>
<td>Square and dyad</td>
<td>x</td>
<td>x</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>Pentagon and isolate</td>
<td>x</td>
<td>x</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>Hexagon</td>
<td>x</td>
<td>x</td>
<td>0.430</td>
</tr>
<tr>
<td>Burtian context</td>
<td>Square and dyad</td>
<td>x</td>
<td>x</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>Pentagon and isolate</td>
<td>x</td>
<td>x</td>
<td>0.225</td>
</tr>
<tr>
<td></td>
<td>Hexagon</td>
<td>x</td>
<td>x</td>
<td>0.585</td>
</tr>
<tr>
<td>Colemanian context</td>
<td>Full pentagon and isolate</td>
<td>x</td>
<td>x</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Full square and dyad</td>
<td>x</td>
<td>x</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>Two triangles</td>
<td>x</td>
<td>x</td>
<td>0.645</td>
</tr>
<tr>
<td></td>
<td>Hexagon</td>
<td>x</td>
<td>x</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>Pentagon and isolate</td>
<td>x</td>
<td>x</td>
<td>0.150</td>
</tr>
</tbody>
</table>

5. Experimental design and method of analysis

5.1. Experimental method

Where computer simulations were used in the previous section to predict which (stable) network structures are most likely to emerge, we now investigate the formation of networks by letting subjects participate in a computerized network experiment. In this way we can test whether the networks that are theoretically predicted to be stable are indeed stable in the laboratory and, if so, whether the simulation process might reflect how subjects reach these stable networks.

An obvious advantage of using laboratory experiments is the possibility of controlling the environment, such as the costs and benefits of tie formation, increasing the internal validity of the study. Deck and Johnson (2004) stress the importance of keeping the task understandable and non-demanding for subjects in order to safeguard the construct validity. This need for comprehensibility validates our choice of the relatively straightforward utility functions. In addition, other measures were taken to facilitate a valid interpretation of the experimental data. The instructions contained, for instance, an extensive task description including examples and payoff matrices to give a brief synopsis of the costs and benefits for each context according to the number of ties created (see Appendix A for the English translation of the complete instructions). Subjects could familiarize themselves with the system during four practice rounds. However, oversimplifying tasks would also have a negative impact on the validity of the research as this would induce a sphere of artificiality (Judd et al., 1990). When conducting a laboratory experiment, it is important to make sure that what we measure is really what we intend to measure. To what extent are the constructs of theoretical interest successfully operationalized? To put it differently, are subjects sufficiently aware that they are involved...
in a network formation process and do they act in an appropriate way, or are they just occupied with maximizing payoffs (whether or not due to trial and error)? The latter can be the case when the task to be executed in the laboratory is too difficult or too easy. Our study tries to find a compromise between incomprehension and oversimplification by presenting subjects with a simplified but abstract environment in which the formulated hypotheses on network formation are tested.

5.2. Experimental setting: treatments and conditions

In the experiment, subjects had to construct networks in the three social contexts (neutral, Burtian, and Colemanian) under one of the two capacity constraints. In every context, subjects had to interact with five other participants. Starting from an empty network, they could add and delete ties for a limited amount of time in order to improve their network position. Under low capacity constraints, the benefits per tie were equal to 100 points, whereas costs increased more than proportionally: \(20t + 10t^2\) points, in which \(t\) represents the number of ties an actor has. The benefits per closed triad in the Colemanian context were 20 points, as were the costs per closed triad in the Burtian context. Under the high capacity constraint, the benefits per tie were 200 points, while the costs were set at \(40t + 40t^2\) points. In this condition, the benefits per closed triad in the Colemanian context were 40 points. Likewise, the costs per triad were 40 points in the Burtian context. In the neutral context, four ties lead to an optimal amount of points under low capacity constraints, while two ties are optimal under high capacity constraints. Subjects earn 160 points in both situations. In the Burtian context with low capacity constraints, the best position an actor can reach is having four ties without any closed triads, which amounts to 160 points as well. However, it is impossible for all actors to simultaneously have four ties without closed triads. It is possible that all actors could have three ties without having closed triads, which would give them 150 points each. In the Burtian context with high capacity constraints, everyone wants to have a maximum of two ties without any closed triads. This gives everyone 160 points again. In the Colemanian context with low capacity constraints, everyone maximizes payoffs by having five ties and ten closed triads, earning everyone 250 points. Finally, in the Colemanian context with high capacity constraints, actors earn the same number of points by having three ties with three closed triads or four ties with six closed triads. Both situations give them 240 points. Neither optimal situation can be reached by all six subjects in the network. Therefore, subjects might settle for two closed triads in which everyone earns 200 points. Although the composition and absolute magnitude of the payoffs vary across conditions and contexts, the relative magnitudes of the payoffs are always in accordance with the utility functions used in the computer simulation.

5.3. Experimental procedures

The computerized experiment was designed using the software program z-tree 3.0 (Fischbacher, 2007) and conducted in the Experimental Laboratory for Sociology and Economics (ELSE) at Utrecht University. In total, six experimental sessions of approximately one-and-a-half hours were scheduled and completed, three using each condition (low or high capacity constraint). Using the ORSEE recruitment system (Greiner, 2004), over 250 potential subjects were approached by e-mail to participate in the experiment. Eventually, 18 students participated in each session, for a total of 108 separate subjects in six sessions. Each session consisted of three treatments (neutral, Burtian, and Colemanian). Low and high capacity constraints as well as the order of the treatments were varied between sessions. General instructions were given before the start of the experiment.

Table 3 provides the overview of the order of conditions within each session. Within each treatment, subjects played a network formation game three times under the same conditions. These three repetitions are called cycles. At the beginning of each cycle, subjects were randomly allocated to a group together with five other participants and assigned a label (P1, P2, ..., P6). Participants were not identifiable between different cycles. In this fashion, we minimized the dependence across observations (Falk and Kosfeld, 2003). Taking the three treatments together, every subject played a network formation game in nine different groups. Altogether, the emergence of 162 networks was surveyed, i.e. (6 sessions times 18 subjects per session times 3 treatments times 3 cycles) divided by (6 subjects per network) gives 162 networks.

Each cycle had the same structure and was divided into 10 periods of 30 s each. Starting from an empty network in the first period of every cycle, subjects indicated simultaneously on their computer terminals with whom they wished to establish or break a tie. As assumed in our models, mutual consent was needed to form a tie, while subjects could unilaterally delete ties. After two subjects had indicated that they both wanted a tie with each other, the established ties appeared on the screen as red double arrows. Full information about the network was continuously provided. Also, tie proposals and ties created by other participants could instantly be observed. After each period, an update of the entire network was displayed at the bottom of the screen. In addition, subjects were informed about the number of points earned with the network formed in that period. A screenshot of the subject screen (the screenshot is from the Burtian context with high capacity constraints) is displayed in Fig. 2.

The maximum payoffs were 19,800 points for subjects in the low capacity constraint condition and 16,800 points for subjects in the high capacity constraint condition. At the end of the experiment, the points were converted to euros at a rate of 1000 points = €0.84 for subjects in the low capacity constraint condition and 1000 points = €1.00 in the high capacity constraint condition. Additionally, subjects received a €2.50 participation fee. The maximum payoff (that is, excluding the participation fee) earned by a subject was €15.80, while the minimum amount was €10.80. On average, subjects obtained €14.20.

<table>
<thead>
<tr>
<th>Session</th>
<th>Capacity constraints</th>
<th>Practice and treatment 1</th>
<th>Treatment 2</th>
<th>Treatment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Neutral</td>
<td>Burtian</td>
<td>Colemanian</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Burtian</td>
<td>Colemanian</td>
<td>Neutral</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>Colemanian</td>
<td>Neutral</td>
<td>Burtian</td>
</tr>
<tr>
<td>4</td>
<td>High</td>
<td>Neutral</td>
<td>Burtian</td>
<td>Colemanian</td>
</tr>
<tr>
<td>5</td>
<td>High</td>
<td>Burtian</td>
<td>Colemanian</td>
<td>Neutral</td>
</tr>
<tr>
<td>6</td>
<td>High</td>
<td>Colemanian</td>
<td>Neutral</td>
<td>Burtian</td>
</tr>
</tbody>
</table>
6. Experimental results

6.1. Description of the general results

The experimental data comprises the realized network structures for each period in 162 cycles (that is, 27 per condition). We assume that during each cycle, only one converged network could be reached. In line with the experiment conducted by Callander and Plott (2005), a network is defined as converged if the same configuration was chosen in three consecutive periods within the same cycle. This configuration does not necessarily need to be a pairwise stable network. More than one converged network appeared in only two cycles. The first converged network was then chosen for the analyses.

Table 4 shows the proportion of networks that converged according to network formation context and capacity constraint. Overall, 130 of the 162 experimental network formation processes (80.2%) converged. Convergence was more likely under high capacity constraints (85.2%) than under low capacity constraints (75.3%). An explanation for this discrepancy is that under high capacity constraints, the stable networks seem to be a bit easier to coordinate. Moreover, there was a learning effect, as convergence was more likely to occur in a later treatment within a session (between condition differences) and in a later cycle within the same treatment (within condition differences). The percentage of networks that converged equaled 63.0% over all treatments that were played first during a session, while this percentage was 93.5% for later treatments within sessions. In addition, networks converged in 77.8% of the first cycles of a treatment, while convergence was reached in 86.1% of second or third cycles. More importantly, we also observed some differences across contexts: the probability of convergence seems to be higher in the neutral (88.9%) and Colemanian (85.2%) contexts than in the Burtian context (66.7%). Reaching a stable network appeared to be particularly difficult in the Burtian context under low capacity constraints, and only happened in 51.9% of the cases. These differences can be explained by the fact that the Burtian context is conceptually perhaps the most complex context for subjects to grasp. Moreover, it is a hard context for subjects to coordinate in, as everyone would like to make a lot of ties but also tries to avoid the creation of closed triads.

Most converged networks (114 out of 130 networks, 87.7%) were one of the pairwise stable networks. In the neutral context and in the Burtian context under high capacity constraints, the converged network was a pairwise stable network in 100% of cases. Only in

![Diagram of subject screen for P2 in the Burtian context with high capacity constraints.]

**Fig. 2.** Subject screen for P2 in the Burtian context with high capacity constraints.
the Colemanian context under low capacity constraints, the proportion of converged networks that were also pairwise stable was relatively low (only 60.0%). These non-pairwise stable networks differed often (in 93.8% of the cases) by only one tie from one of the context-specific pairwise stable networks. For example, in the Colemanian context under low capacity constraints, in 9 out of 10 non-pairwise stable networks, 1 of the 6 subjects did not see that making the last tie, which would complete the full hexagon, would result in the creation of 4 additional closed triads (instead of, for example, only one closed triad), when the other subject proposed the last tie. These deviations were by far the most important reason why convergence to one of the pairwise stable networks did not happen in these cycles. Moreover, these deviations were concentrated within a few subjects, and therefore, single subject effects seem to play a role. If all of these nearly pairwise stable networks were considered as pairwise stable network structures, over 99% of all converged structures corresponded to pairwise stable networks.

6.2. Comparing network characteristics across social contexts

Now, we compare the network characteristics of the converged networks with the network characteristics of the predicted structures. We examine whether the predicted rank order (as presented in Table 2) is correct (an overview is presented in Table 5). We perform regressions for the relevant network characteristics on the six different conditions and use Wald tests to test whether the characteristics differ between two specific conditions. The analyses are slightly different from those on the simulations because, within one session, we have repeated observations from the same set of subjects. Therefore, we add a random effect at the session level, although we think that the dependence between observations is limited; within a session, there were always three groups playing simultaneously, and the overlap of subjects between groups was limited. This argument is confirmed by the fact that the results are virtually the same if we do not add this random effect or if we use robust standard errors that are corrected for clustering in sessions.

The results confirm our hypothesis that, under low capacity constraints, the average density is larger in the Colemanian context than in neutral networks, and in the neutral context it is again larger than in the Burtian context. As can be seen in Table 5, all the predicted differences are correct and significant. Our hypotheses under high capacity constraints are only partly confirmed, as there appear to be no significant differences between the three contexts, while we predicted a small difference between the Colemanian and the other two contexts. However, the relatively small theoretical difference between the predicted density in the Colemanian context and the other two contexts implies that the power for the test is rather small given the limited number of networks in the experiment.

With respect to the proportion of closed triads, our expectations hold under both low and high capacity constraints. Under low capacity constraints, there are clearly the most closed triads in the Colemanian context, fewer in the neutral context, and even fewer in the Burtian context. Under high capacity constraints, the last difference is not significant, as was also predicted from the simulation.

With respect to centralization, which can, as opposed to the proportion of closed triads, be perceived merely as a byproduct of goal-directed behavior instead of a direct consequence, part of our hypothesis is confirmed. Under low capacity constraints, it was predicted that more centralization would be found in the neutral context, followed by the Colemanian and the Burtian contexts. In line with our expectations, we find significantly less centralization in the Burtian context than in the neutral and Colemanian contexts. However, there is no significant difference with respect to the amount of centralization between the Colemanian and neutral contexts. Under high capacity constraints, the hypothesis that centralization is equal across all three contexts does not hold. Instead, we find again the most centralization in the Colemanian context, which is slightly higher than in Burtian networks and even

<p>| Table 5 |
| Predicted and observed rank order by network characteristics, capacity constraint, and context. |
|----------------|----------------|----------------|</p>
<table>
<thead>
<tr>
<th>Predicted rank order</th>
<th>Observed mean value (significance test for difference with value above)</th>
<th>Confirmation hypotheses?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low capacity constraints</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.97</td>
<td>Yes</td>
</tr>
<tr>
<td>2. Neutral</td>
<td>0.79 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.60 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>Proportion closed triads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.91</td>
<td>Yes</td>
</tr>
<tr>
<td>2. Neutral</td>
<td>0.40 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.00 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>Centralization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Neutral</td>
<td>0.11</td>
<td>Partly</td>
</tr>
<tr>
<td>2. Colemanian</td>
<td>0.13 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.00 (p &lt; 0.03)</td>
<td></td>
</tr>
<tr>
<td>Segmentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.00</td>
<td>No</td>
</tr>
<tr>
<td>1. Neutral</td>
<td>0.05 (p &lt; 0.27)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.00 (p &lt; 0.35)</td>
<td></td>
</tr>
<tr>
<td><strong>High capacity constraints</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.41</td>
<td>Partly</td>
</tr>
<tr>
<td>2. Neutral</td>
<td>0.40 (p &lt; 0.12)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.40 (p &lt; 0.74)</td>
<td></td>
</tr>
<tr>
<td>Proportion closed triads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.11</td>
<td>Yes</td>
</tr>
<tr>
<td>2. Neutral</td>
<td>0.01 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>2. Burtian</td>
<td>0.00 (p &lt; 0.51)</td>
<td></td>
</tr>
<tr>
<td>Centralization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Burtian</td>
<td>0.05</td>
<td>Partly</td>
</tr>
<tr>
<td>1. Neutral</td>
<td>0.01 (p &lt; 0.45)</td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.16 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>Segmentation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Colemanian</td>
<td>0.97</td>
<td>Yes</td>
</tr>
<tr>
<td>2. Neutral</td>
<td>0.43 (p &lt; 0.01)</td>
<td></td>
</tr>
<tr>
<td>3. Burtian</td>
<td>0.33 (p &lt; 0.01)</td>
<td></td>
</tr>
</tbody>
</table>

1 = Highest (e.g., highest expected density); 3 = lowest (e.g., lowest expected density).
higher compared to neutral networks. As we expected, Burtian and 
neutral networks do not differ in terms of centralization. The over-
estimation of centralization under low capacity constraints in the 
Colemanian context can be attributed to the converged networks 
that were not pairwise stable due to the single actor deviations 
discussed above. Under the high capacity constraints, the Burtian 
and neutral networks are less centralized than expected, because 
the more equal stable networks are more likely to be formed than 
expected, as we discuss below.

With respect to segmentation (which can also be strictly per-
ceived as an unintended consequence of individual behavior), the 
expected rank orders are confirmed for high capacity constraints. 
Segmentation is the highest in the Colemanian context, lower in 
the neutral context, and the lowest in the Burtian context. Under 
low capacity constraints, segmentation does not differ significantly 
between the contexts. In the Colemanian context as well as in the 
Burtian context, segmentation equals 0. Segmentation is slightly 
higher in the neutral context, but is clearly not significantly higher 
compared to the Burtian or the Colemanian contexts. The reason 
for this is that some of the more segmented but unequal networks 
in the Colemanian context that emerge in the simulation do not 
emerge in the experiment.

In sum, these experimental results provided two important 
insights. First, pairwise stability turns out to be a very good pre-
dictor for stability in the experimental network formation process. 
As a consequence, we can conclude that social context matters. It 
shapes the structure of networks through its effect on the incen-
tives and networking behavior of actors. Networking processes in 
different social contexts result in the emergence of different net-
work structures because of the different incentives present across 
social contexts. Second, the obtained rank orders and observed 
network characteristics (density, proportion of closed triads, cen-
tralization, and segmentation) resemble the predicted rank orders 
and network characteristics from the simulation. However, there 
are also some deviations from the predicted orderings, which 
can, at least partly, be attributed to the fact that the predic-
tions of the likelihood that a specific stable network emerges do 
not always correspond with the likelihood of emergence in the 
experiment.

6.3. The emergence of pairwise stable networks within conditions

As indicated above, the likelihood that specific stable networks 
will emerge in the experiment deviates from the probabilities as 
predicted by the simulation. Table 6 shows which network is the 
most likely to emerge in the experiment. We label these networks 
the dominant networks here. These results, first of all, show that 
the expected and observed dominant network structures are the 
same in five of the six treatments. As predicted, we find under 
low capacity constraints the 3,3-complete bipartite network in the 
Burtian setting and the full hexagon in the Colemanian setting as 
dominant network structures. Under high capacity constraints, we 
find the hexagon in the neutral and Burtian contexts and the two 
triangles in the Colemanian context to be the dominant stable 
configurations. These observations not only hold when looking at the 
observed pairwise stable networks as derived from the simulations, 
but also when looking at all observed stable networks (including the 
non-pairwise stable structures) from the experiment. In the 
neutral network formation context, in which no dominant struc-
ture was predicted, the network converged 81.8% of the time to one 
particular stable configuration, the octahedron.

Still, all the dominant stable networks appear more often in the 
experiment than expected on the basis of the computer simula-
tions, as can also be inferred from Table 6. We tested whether the 
predicted distribution of pairwise stable networks exactly resem-
bles the observed distribution of stable networks by means of a 
Fisher’s exact test. We find in almost all contexts (except for the 
Colemanian context under low capacity constraints) that the 
dominant stable network emerges significantly more often in the 
experiment than in the simulation. In the Colemanian context with 
low capacity constraints, the non-significant difference is due to the 
already very high expected number of times that the full hexagon 
should emerge in this condition. So, although the full hexagon was 
the only emerging network in this condition in the experiment, the 
difference is not significant.

As can be seen from Table 1, all the dominant networks are pair-
wise stable, equal, and efficient. There is only one network that 
fulfills these conditions that is less likely to emerge, namely, the 
two closed triads in the neutral context with high capacity con-
straints. Still, that network also emerges at about the same rate in 
the experiment as expected in the simulation (12%). Most pairwise 
stable networks that are either not efficient or not equal emerge 
at lower rates than expected by the simulation. Some networks 
that are unlikely in the simulation are observed incidentally in the 
experiment, but never at a significantly higher rate than in the 
simulation.

In sum, we find that pairwise stable networks are almost the 
only networks that emerge in the experiment. In addition, we find 
that the combination of a pairwise stable network being equal and 
efficient increases the likelihood that it will emerge. Other crite-
rion, however, do not make networks more likely to emerge, such as 
being only equal, or only efficient.3 The focus of subjects on equal 
and efficient pairwise stable networks is in accordance with the 
findings of Falk and Kosfeld (2003) and Berninghaus et al. (2006, 
2007) that subjects have a preference for equalizing payoffs in net-
work formation contexts.

3 Also, stronger stability criteria such as strict pairwise stability (Gilles and 
Sarangi, 2008) or unilateral stability (Buskens and Van de Rijt, 2008) do not predict 
which networks are more likely to occur in these contexts. In most cases, unilateral 
stability coincides with pairwise stability, but in the Colemanian context with high 
capacity constraints, the two closed triads are not unilaterally stable and are still the 
most likely to emerge.
7. Summary and conclusions

This paper started with the notion that since "networking" is increasingly perceived as a means to reach personal goals, it is natural to assume that actors try to arrange their ties strategically to optimize their outcomes. Drawing on the sociological literature describing the best positions within networks, we compared two theories of what the best way to build a network might be. While Burt’s (1992) theory on the advantages of brokerage indicates that it is best to connect to individuals who are not connected to each other, Coleman’s theory on network closure emphasizes the value of connecting to individuals who are already connected to each other. Whether we should strive for brokerage or closure may differ across social contexts (Podolny and Baron, 1997; Flap and Völker, 2001). The main question is therefore not how to build your personal network, but how to build your personal network given the context you are in. Since incentives differ across social contexts, we can expect the emergence of different types of network structures across different environments. To scrutinize this latter proposition, we compared the emergence of networks in three contexts: a neutral context, a Burtian context, and a Colemanian context. Whereas in the neutral context, actors do not have any preferential attachment, actors in the Burtian context prefer ties with unconnected others, while actors in the Colemanian context prefer ties with connected others. We assumed that the incentives that we implemented for the different contexts were present in these contexts. The determination of precise incentives for specific contexts is beyond the scope of this paper, but needs to be investigated in further research.

Focusing on six-actor networks with two different cost levels for ties, the predicted differences in emerging network characteristics were by and large confirmed by the empirical data obtained from an experiment. Networks emerging in Colemanian contexts can be characterized as dense networks with a relatively high proportion of closed triads, which tend to segment when tie costs are high. The emergence of small cliques under high tie costs is worth mentioning, as it may well shed some light on the foundations of network segmentation in situations in which incentives are cooperative in nature. On the contrary, networks evolving in a Burtian context are usually more sparse and have a small number of closed triads. However, when tie costs are relatively low, networks can still become rather dense. In any case, it turns out that when everyone wants to be in the center, there is no center (cf. Buskens and Van de Rijt, 2008). This indicates that the existence of a broker is dependent on other actors who do not want to be brokers. The network structures emerging from a neutral context often hold an intermediate position between the structures evolving in Burtian and Colemanian contexts. Under high costs, networks embedded in a neutral context closely resemble network structures originating from a Burtian context. This means that when the tie costs are high, not many closed triads form in a neutral context. The observed differences sketched above should be predominantly perceived as a byproduct of individual behavior. Actors do not directly strive for dense, decentralized, or segmented networks, but these network features are unintended consequences of goal-directed behavior.

In addition to studying the differences between contexts, we also investigated which stable networks are more likely to emerge within a context. In earlier studies in which there were only unequal stable networks (such as in the star networks in Falk and Kosfeld, 2003), network dynamics hardly stabilized. We discovered in our contexts, in which there were always efficient and equal pairwise stable networks, that these networks have a very high probability of being the emerging network. By setting a benchmark of the likelihood that a specific network emerges using a simulation, we systematically find that human subjects are more likely than a simulation to choose equal and efficient networks as the preferred network. It is of future interest to study network formation processes in which efficiency and equality arguments do not co-occur to see, for example, whether networks with equal outcomes for everyone also emerge if they are not efficient.

Much work remains to be done to better understand network formation. For example, this article has been concerned with situations in which all actors have the same incentives conditional upon the social context. Although homophily is not an uncommon phenomenon in social networks since similarity breeds connection (McPherson et al., 2001), some heterogeneity can still be expected among actors in networks, especially related to networking behavior and tie formation. Differences in actor characteristics might lead to different valuations of network positions. Kalish and Robins (2006), for example, found that psychological predispositions are an important determinant of the formation of personal networks. In general, actors striving to bridge structural holes tend to be individualistic, neurotic, and control-minded, while actors striving for network closure tend to identify themselves more with a group and are less individualistic. However, networking is not only about incentives, but also about having, seeing, and exploiting opportunities. Since some people are better at constructing personal networks than others because they have better networking skills, this might also cause differences in networking behavior. Likewise, different social contexts may attract different kinds of actors. Burtian contexts may attract or keep hold of actors that are savoir-faire brokers, while Colemanian contexts may be a magnet for actors who are good at managing the demands of closed networks or strong ties. Accordingly, the optimization of network positions becomes inherently intertwined with specific actor properties. These elements are difficult to incorporate in an experimental setting and call for more real-world research on network formation across various social contexts.

Finally, it is worth mentioning that, in many real-life settings, we not only find heterogeneous arguments for networking between actors, but also for individual actors, as it is often beneficial to rely on both strong and weak ties (closure and brokerage). Gargiulo and Benassi (2000), for example, conclude that there is a trade-off between the safety of cooperation within cohesive networks and the flexibility provided by networks rich in structural holes. Uzzi (1996) defines this as the paradox of embeddedness: individual networks should have at least some degree of cohesion, but overembeddedness (a network that is too dense) saturates the networks. This heterogeneity of preferences within actors originates not only from the fact that individuals act in many social contexts, but also that many social contexts are often characterized as being heterogeneous. One can think here of a close-knit group of friends who support each other, but are at the same time fishing in the same pool of potential life partners. Since these friends share in large part the same social environment, they are likely to meet the same people, which in turn may cause friction. Likewise, we find in many businesses the coexistence of fierce competition and strategic alliances. As Nalebuff and Brandenburger (1996: 4) put it, “business is cooperation when it comes to creating a pie and competition when it comes to dividing it up.” Companies switch easily between competition and cooperation, which seem to be two extremes on a continuum along which companies continuously move. However, in order to analyze network formation in such settings, we should examine more thoroughly the interplay between competition and cooperation in these networks. When does competition change into cooperation and vice versa, and how does this affect the structure of a network? These questions should be addressed in future research.
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