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Abstract—
Architecting is to a large extent a decision-making process. While many approaches and tools exist to support architects during the various activities of architecting, little guidance exists to support the reasoning part of decision-making. This is partly due to our limited understanding of how professional architects make decisions. We report on findings of a survey that we have conducted with 53 industrial software architects to find out how they reason in real projects. The results of the survey are interpreted with respect to the industrial context and the architecture literature. We derive reasoning best practices that can support especially inexperienced architects with optimizing their decision-making process.

I. MOTIVATION

A software architecture is the result of a complex system of inter-dependent architectural design decisions [1], [2]. These decisions are made by architects who strive towards an optimal balance between the forces acting on the decisions, including financial and technical constraints. Architectural decisions are the corner stone for the whole software architecture and as such they are vital for the achievement of the system key drivers and goals.

Architecture decisions are made during the iterative and incremental process of architecting. Hofmeister et al. derived three general, recurring architecting activities, which are common in five industrial architecture approaches [3]: Architectural analysis, which is concerned with identifying architecturally significant requirements (ASR) from a set of architectural concerns and the business context; architectural synthesis, which concerns finding candidate solutions for the ASRs; and finally architectural evaluation in which decisions are made and validated against the architecture as a whole. These three activities are iteratively performed by moving back and forth between the problem and the solution space [4].

Various approaches have been proposed to support the three architecture design activities, and they are either concerned with the architecting process as a whole, or they focus on one of the three activities. Well known examples of the former category are the 5 processes used as reference in [3]: RUP, ADD, Siemens’ 4 Views, BAPO and ASC. The latter category includes approaches for architecture evaluation like ATAM, SAAM, or CBAM [5]; approaches for architecture analysis like the goal-oriented paradigm (e.g. [6]); and various methods supporting architects in identifying candidate solutions during architectural synthesis, e.g. architectural patterns [7], styles [5] and reference architectures [8].

The aforementioned approaches, however, either ignore the reasoning process behind decision-making, or take design decisions into account only as input or output for individual architecture activities (ATAM for instance evaluates the role of design decisions in quality attribute scenarios). To the best of our knowledge, there is no holistic reasoning process that includes all three major architecture activities (analysis, synthesis and evaluation); nor can one be derived from the combination of multiple approaches, as the whole is more than the sum of the parts. In fact, with a few exceptions (e.g. [9], [10], [11]), very little research has been done on the reasoning part of decision-making so far.

Design reasoning is a logical process that designers follow when developing architectural solutions [11]. It applies to all three architecture activities and allows for systematic and disciplined decision making, based on argumentation instead of intuition. Furthermore, if the output of reasoning is documented, it can support stakeholders who were not involved in the decision making process to comprehend decisions and the resulting design. The lack of such reasoning processes, forces software architects to follow an ad-hoc, creative process [12], [13] relying heavily on their personal experience and expertise. As a consequence, rather inexperienced software architects go through a long and painful succession of sub-optimal decisions, before they can successfully reason about the design options and make informed, well-balanced trade-offs. Training practitioners to follow a systematic reasoning process could narrow the gap between expert architects and novice ones.

In our previous work, we started analyzing the reasoning process that inexperienced architects follow when they are architecting [14]. Our aim was to establish a baseline reasoning process that is based on common sense instead
of experience. In this paper we present the results of a
descriptive survey that we conducted with 53 industrial soft-
ware architects from end-October 2010 until mid-January
2011. We investigate how experienced architects reason in
the context of industrial projects and interpret the data
according to industrial context and theory from the literature.
Eventually we refine the findings and summarize them into
a set of reasoning best practices that junior architects can
use to improve their reasoning skills.

The rest of this paper is organized as follows. Section II
presents related work. In Section III, the design of the study
is introduced. The next section presents the analysis of the
results, which are interpreted in Section V. The paper ends
with conclusions and directions for future work.

II. RELATED WORK

Our research is related to three areas within software
architecture: architecting processes, architecting practice in
the industry and design reasoning.

In order to study the reasoning process, we use the general
model of architecture design by Hofmeister et al. as a
reference process [3]. This model consists of three main
architecture activities from industrial approaches, namely
architectural analysis, architectural synthesis and architec-
tural evaluation. Jansen et al. adopt the model to describe
architecture activities from the perspective of architectural
decision making [15]. They suggest that architectural deci-
sions are the result of a decision-making process comprised
of the activities defined in Hofmeister et al.’s general model.
Our work is complementary to these approaches, as we
explicitly focus on the reasoning process related to each of
the architecture activities when making decisions.

The role and duties of software architects in the industry
have been analyzed in multiple studies [16], [17], [18], [19].
Findings include, that risk assessment and architecture eval-
uation is not regarded very important by practicing archi-
tects and that architects mainly follow a non-iterative ap-
proach that subsequently satisfies requirements[16]. Fahrenhorst
et al. refine those findings, stating that auditing and quality
assurance activities are regarded more important with in-
creasing years of experience [17]. Clements et al. suggest
that evaluation and analysis are regarded less important
in practice than in the literature [19]. In this study, we
also observe the behavior of practicing architects in the
context of industrial projects. However, the emphasis in the
aforementioned papers is to find out what architects do, i.e.
which activities they follow while they are architecting. In
our study, we try to understand how architects perform the
activities in order to derive reasoning practices.

As pointed out in Section I, little work has been done in
the field of design reasoning in software architecture. Tang et
al. look at design reasoning from a more general perspective,
not only specific to software architecture and also take
psychological aspects into consideration to explain human
behavior during design activities [13]. In earlier work, they
declared the importance of design reasoning in software
architecture [11], [9], [20]. The results were used by Tang
and Lago to describe an initial set of design reasoning
tactics that can be used by software architects to improve
their reasoning process [10]. Our work also emphasizes the
importance of reasoning processes in software architecture.
As opposed to Tang et al., who look at design reasoning
from a very general, cognitive perspective, our aim is to
understand and describe concrete reasoning practices within
the three architecting activities found by Hofmeister et al. [3]
that can be used as guidelines for inexperienced architects.

III. DESIGN OF THE STUDY

A. Goal

The goal of this survey is to understand the reasoning
process that industrial software engineering practitioners
follow while they are architecting. To make the research
goal concrete, we map the reasoning process onto the general
model of architecture design by Hofmeister et al. [3]. The
three activities in the model are iteratively performed by
architects when making decisions. We aim at finding out the
reasoning practices behind these activities, i.e. how each of
the three activities is performed, which leads to the following
research questions:

RQ1 : How do software architects scope and prioritize
the problem space during architectural analysis?

RQ2 : How do software architects propose solutions
during architectural synthesis?

RQ3 : How do software architects choose among solu-
tions during architectural evaluation?

Research question one considers the involvement of ar-
chitects in requirements engineering activities such as: re-
quirements elicitation, evaluation of the importance and
prioritization of quality attribute requirements and functional
requirements and the definition of concrete problems that are
small enough to be addressed in the architectural synthesis.

The aim of research question two is to find out how
architects search for and choose design options based on
the output of the architectural analysis.

Finally research question three applies to the assessment
of candidate solutions and the evaluation of the architecture
as a whole during architectural evaluation. The scope of this
question includes architecture reviews and risk management.

B. Subjects and Sampling

The population under study are industrial software engi-
neering practitioners, who have been working in the industry
for at least five years and who have been responsible for
software architectural design for at least two years. As an
additional constraint, subjects were excluded from the study
if their daily tasks do not include at least one of the follow-
ing: requirements engineering, system architecture/design, or
software design and specification. To evaluate if the subjects
fit into the target population, we asked the questions shown in Table I. To find appropriate subjects, we used chain referral sampling (also known as snowballing) [21]: the authors asked some individuals from their own network to forward the participation request to other professionals who fit the sampling requirements. In total, 53 people took part in the survey, out of which the results from seven people were excluded, because they did not satisfy the sampling requirements. On average, the remaining participants have worked 18.22 years in the IT-industry (min: 6, max: 35), and on average 10.59 years as a software architect/designer (min: 4, max: 30). For statistical means, we asked the participants to specify the numbers of employees in their companies using an interval scale ranging from less than 10 to more than 250 employees. Figure 1 shows the distribution of answers. The majority of participants work in large companies.

C. Data Collection

To collect data, a web-based questionnaire was designed with questions that map to the defined research questions. Table II shows the questions from the questionnaire along with the response format and their relation to the research questions. If multiple research questions are concerned, the primary one is printed bold.

Using questionnaires, the subjects and researchers do not have to synchronize in time and place. Participants can fill them in, whenever they find time. A potential disadvantage of questionnaires is that in the case of ambiguous and poorly-phrased questions, there is no interviewer to explain the questions and make sure they are well understood. To mitigate this risk, Lethbridge et al. propose to pilot-test the questions and then re-design those questions that were interpreted wrongly [22]. We followed this advice and tested the questionnaire initially with one participant from the target population. Right after the questionnaire was filled in online, we had a video conference with the subject and asked him to explain how he understood every single question. After this, all questions that were poorly understood were re-designed and we provided additional help texts explaining the questions. Then we repeated the procedure with three additional participants from the target population until every question was explained back to us just the way we aimed it to be understood.

As described in the previous subsection, the URL of the questionnaire was sent to the participants by e-mail. It contained a mix of structured and un-structured questions. The structured questions had a five-point interval-level response format, also referred to as Likert-scale [23], whereas the un-structured questions requested numeric input or free-text.

In the questionnaire, we asked respondents to remember one specific software project they were involved in as a software architect and which is representative for the way they are working. The whole set of questions in the questionnaire referred only to this concrete project. To focus the participants on this project we asked them to estimate the project size and specify the domain of the project. The characteristics of the chosen projects are further described in Section IV. Furthermore we explicitly requested them to reflect upon their personal thoughts and their personal actions instead of describing their company policies or what the whole development team did. They were also asked to skip questions they did not understand.

IV. Analysis

We use descriptive statistics and qualitative analysis to describe the collected data. This section is divided according to the research questions. As described in the study design, the participants were asked to reflect on one representative project they had worked on. Table III shows some characteristics of the chosen projects.
Table II
Mapping of Questions and Research Questions

<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Resp. Format</th>
<th>RQ1</th>
<th>RQ2</th>
<th>RQ3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>How much were you involved in the requirements elicitation of the project?</td>
<td>Likert (Completely to Not at all)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td>Have you understood the reasoning behind the requirements of the project?</td>
<td>Likert (Completely to Not at all)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>Compared to other influencing factors, how important were the requirements as input/motivation for your architectural decisions?</td>
<td>Likert (Very important to Unimportant)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>To what extent did you reflect on identifying which of the requirements were hardest to fulfill?</td>
<td>Likert (To the largest possible extend to Not at all)</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Q5</td>
<td>How important were the functional requirements for your architectural design?</td>
<td>Likert (Very important to Unimportant)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q6</td>
<td>How important were the quality attribute requirements for your architectural design?</td>
<td>Likert (Very important to Unimportant)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q7</td>
<td>Have you searched for alternative design options, when making decisions?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Q8</td>
<td>Have you searched for alternative design options even if you already had a solution in mind?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Q9</td>
<td>Have you thought about the pros and cons of the design options you found?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Q10</td>
<td>Have you preferred solutions that you are familiar with, in favor of others that you are not so familiar with?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Q11</td>
<td>Did you relax requirements?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q12</td>
<td>How confident are you that the architectural decisions you made are sound?</td>
<td>Likert (Very confident to Not confident)</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Q13</td>
<td>How often did you decide on multiple architectural solutions at the same time?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Q14</td>
<td>How often did you withdraw solutions that you decided on earlier in the project?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Q15</td>
<td>How often did you make trade-offs, while making decisions, between multiple requirements?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q16</td>
<td>How often did you come across dependencies between architectural solutions you decided on?</td>
<td>Likert (Always to Never)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q17</td>
<td>How long did it take until you had a first vision of the overall software architecture in mind?</td>
<td>numeric (% of the whole proj. duration)</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Q18</td>
<td>Does the final software architecture significantly differ from this initial vision?</td>
<td>Likert (Completely to Never)</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Q19</td>
<td>What are the three most important things in decision making for you?</td>
<td>Open</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Q20</td>
<td>How have you come from one decision to the next?</td>
<td>Open</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

A. Analysis RQ1 - Architectural Analysis

Figure 2 shows a stacked bar chart with cumulative frequencies of answers to questions primarily related to RQ1. The colors and hatchings represent the answers to the Likert-scale questions. Depending on the concrete question “1” stands for positive answers (completely, very important, to the largest extend, always, or very confident), while “5” represents negative answers (not at all, unimportant, never or not confident). Please refer to Table II for the scalings of the respective questions.

Approximately 60% of the architects stated that they were involved either completely or a lot, in requirements elicitation (Q1). More than 80% understood the reasoning behind requirements well (Q2). With more than 70% of affirmation, the requirements were regarded important for architecture decisions compared to other influencing factors like technology constraints, budget, or company culture (Q3). About 57% of the participants found the functional requirements important or very important (Q5). The quality attribute requirements were found important or very important by 81% of the respondents (Q6). Finally, the vast majority stated that they seldom or never relaxed requirements to have more design options (Q11).
Apart from the structured questions, some answers to the open question Q19 are related to architectural analysis. The following procedure was used to analyze the open answers. We browsed the answers and searched for comments related to the research question. From the comments, we derived single concrete statements expressing what the respective participant answered. Finally, we counted the occurrences of the derived statements.

With respect to RQ1, the following statements were made. We only mention statements that were concordantly made by at least three participants. The numbers in brackets express the number of participants who made that comment: Understand the problem domain (12 times), have well-defined requirements (7 times), consider non-technical requirements like time and resource limitations, political issues and return on investment (7 times), involve stakeholders in the decision making process (7 times), regard performance (4 times), consider functional- and non-functional requirements equally (3 times), negotiate and relax requirements (3 times). In total, 48 comments were related to architectural analysis.

B. Analysis RQ2 - Architectural Synthesis

Figure 3 illustrates cumulative frequencies for Likert-scale questions related to architectural synthesis (RQ2).

With only one exception, all participants (74% plus 22% neutral) indicated that they usually search for alternative design options when making decisions (Q7). Significantly less participants (46%) search for alternative design options if they already have a suitable solution in mind (Q8). The respondents concordantly prefer well-known solutions in favor of unknown alternatives (Q10, 68% affirmation, 4% negation); more than 50% answered that they often come across dependencies between architectural solutions they decide on (Q16).

As for RQ1, we qualitatively analyzed the answers given to Q19 with respect to RQ2. The following statements were made by at least three participants: Know the solution space (7 times), find multiple design options (7 times), discuss design options with colleagues (5 times) and choose the simplest design (5 times). In total, 31 comments were related to architectural synthesis.

C. Analysis RQ3 - Architectural Evaluation

The results with respect to RQ3 are shown in Figure 4.

With roughly 10% of negation, more than 60% strongly reflected on identifying the most challenging requirements (Q4) and thought about the pros and cons for each of the considered design options (Q9). Likewise more than 80% had strong confidence in the soundness of their decisions (Q12). The question regarding the making of multiple decisions at the same time was answered less clearly. Approximately 50% negated the question, while less than 30% stated that they usually make multiple decision at the same time (Q13). With strong significance, the vast majority of the respondents (76%) did not withdraw decisions they decided on earlier in the project (Q14). Q15 does not show a clear tendency. The mode answer was neutral with a tendency towards affirmation (39% compared to 24% negation).

Concerning Q19, the following statements were made by at least three participants: Understand pros and cons of each design option (7 times), validate decisions in reviews (3 times). In total, 16 comments were related to evaluation.

D. Analysis of questions 17,18 and 20 in the questionnaire

Questions 17,18 and 20 in the questionnaire cannot be clearly assigned to a specific research question. We asked the participants how long it took relative to the whole duration of the architecture phase until they had a first vision of the architecture (Q18) and how they came from one decision to the next (Q20).

As far as Q17 is concerned, 44 participants answered the question. In average it took the architects 17.2 % (min: 5%, max: 75%, med: 12.5 %) of the time spent on architecture to develop a first vision of the overall system. The same number of people answered question 18. The mode answer to this Likert-type question was “moderately” (39%), 11%
answered that the final architecture differed from the first vision completely (2%) or a lot (9%). The remaining 46% answered, that the final architecture differed slightly (35%) or not at all (11%).

The open answers to question 20 describe the overall process that architects follow. For the qualitative analysis of the answers we use the same procedure as for Q19, i.e. we derive statements from the answers and count the occurrences of every statement.

The following statements were made by at least two participants. The number in brackets is the number of occurrences of the respective statement: Requirements should be prioritized. The important ones should be regarded first (6 times), architecture is iteratively refined and improved (6 times), there is no specific order in decision making (6 times), the requirements guide the decision making process (5 times), some decisions have to be made in combination (3 times), sometimes candidate solutions should be prototyped to find the right one (3 times), some decisions have strong dependencies (3 times), decisions from other projects can guide the decision making process (3 times), the decision making process is driven by risks (2 times).

V. Interpretation

In this section, we interpret the findings from the analysis. Specifically we interpret the architects’ answers and compare them to existing approaches in the software architecture literature. The section is organized according to the three architecting activities.

A. Architectural Analysis

The purpose of architectural analysis is to define and scope the problems that have to be solved by the architecture [3], [15]. The outcome of this activity is a set of architecturally significant requirements that serve as input for the architectural synthesis.

The analysis of RQ1 showed that practicing architects are usually involved in the requirements elicitation of the project (Q1); this means that they do not just receive requirements and constraints as artifacts from requirements engineers, but they are actively involved in the communication with customers. This differs from architecture approaches in the literature, which generally assume that a set of requirements is given to the architects as input for the architectural design (see for instance ADD [5]).

The involvement in requirements elicitation partially explains the results of Q2: the vast majority of architects stated that they understood the reasoning behind requirements very well. The answers to Q19 also showed that architects find it very important to understand the problem domain and have well defined requirements. These statements were the most frequent answers to Q19, which allows the conclusion that a deep understanding of the requirements and the problem space is regarded as essential by most industrial architects.

Requirements are an important input factor for architectural decisions (Q3). This includes functional and quality attribute requirements (Q5, Q6), although the quality attribute requirements are clearly found more important than the functional requirements. Apart from the functional and quality attribute requirements the architects mentioned non-technical concerns like time and resource limitations, political issues and return on investment as important drivers for architectural decisions. This is comprehensible, as industrial practice is constrained by factors like budget and time limitations, development teams being experienced in specific technologies and customers who indicate the use of specific software systems, because of in-house software licenses. Consequently this means that an architecture that perfectly fulfills the functional and quality attribute requirements is not necessarily the right architecture in every organizational context. This finding stresses the need to document the rationale of design decisions, as decisions influenced by non-technical concerns may seem irrational or at least incomprehensible to stakeholders who are unfamiliar with those concerns.

Most of the architects answered that they seldom relax requirements (Q11). This sounds surprising in the first place as relaxing requirements that are too constraining would be a means to get more design options [10]. However, it is in accordance to the answers to Q1 and Q2: architects who are highly involved in the requirements engineering activity for a project gain deep knowledge about the problem space and have presumably already ensured that the requirements are not unrealistic or too challenging. Nevertheless, three architects mentioned that negotiating and relaxing requirements is one of the most important activities (Q19). A correlation analysis showed, that the three architects who made this comment were less involved in the requirements elicitation (med: 3 compared to med:2), understood the requirements worse than the average (med:3 compared to: med:2) and relaxed requirements more often than the average(med:3 compared to med:4). This means that architects who are less involved in the requirements elicitation process have to relax and negotiate requirements more often.

B. Architectural Synthesis

Architectural synthesis is the main activity in architectural design as it is concerned with identifying candidate solutions for the architecturally significant requirements [3]. Architects have to make use of their existing design knowledge or create new knowledge by consulting external knowledge repositories [3], [10] in order to find candidate solutions. Tang et al. suggest that creative design requires architects to refine and formulate the problem and solution space at the same time [13], in line with the “Twin Peaks” model [4]. This implies that architectural analysis and architectural synthesis are closely coupled activities.

The architects who took part in the study very frequently
searched for multiple design options when making decisions (Q7). However this happens significantly less often if the architects already have a solution in mind (Q8). This might be due to the fact that searching for design options is an effort-intensive task, for which designers often do not afford the resources to perform adequately. Furthermore, designers need to search for design options on external knowledge repositories and choose candidate solutions based on unproven assumptions. In line with this finding architects prefer solutions they are familiar with instead of unfamiliar alternatives (Q10). It is less risky to select known solutions, even if they have known shortcomings, because these can be assessed and mitigated. Unfamiliar alternatives require substantial effort to reflect on and analyze, which is not always possible within the tight budget of a project.

The analysis of Q19 showed that architects find it very important to know the solution space and have multiple design options. This supports the finding by Cross [24] and Tang [11], who concordantly found that designers create better designs when they explicitly take multiple design options into consideration. In cases where the participants of our study did not have enough knowledge about the solution space to find candidate solutions on their own, they stated that they discuss design options with colleagues. They also emphasized that the simplest design for a problem should be chosen. This indicates that the size and complexity of system architecting is so overwhelming that simplicity of design solutions is of paramount importance to manage this complexity.

The answers to the open question Q20 and to the structured question 16 reflect that architects are aware of dependencies that exist between some of the decisions. Three architects suggest that dependencies have to be considered when finding candidate solutions. In addition some architects consider that certain dependencies are so significant, that the related decisions can only be made in combination. The analysis of dependencies between decisions is not supported in current architecting processes [3], but it has been discussed extensively within the Architecture Knowledge community [25].

C. Architectural Evaluation

During architectural evaluation, the candidate solutions from the synthesis are validated against the architecturally significant requirements [3]. This entails considering advantages and disadvantages of the candidates [15]. Some of the candidate solutions require trade-offs to be made between multiple requirements [3], [10]. Dependencies between decisions and constraints for future decisions should be analyzed and documented thoroughly [5]. Many architecture approaches regard risk assessment as integral part of architectural evaluation (see for instance [10] and [26]). Finally, the architecture as a whole should be evaluated regularly to make sure that decisions are consistent with each other, e.g. that older decisions do not harm constraints that came up after they were made.

With respect to the evaluation of candidate solutions, almost all architects stated that they usually think about the pros and cons of design options (Q9). Some emphasized the necessity for prototyping different candidate solutions before making a decision (Q20). They also have high confidence in the soundness of their design (Q12), which indicates that they have made an informed choice with respect to the pros and cons of the design options. It is noticeable that comparably few architects often decide on multiple decisions at the same time (Q13), although the majority of architects are aware of dependencies between decisions (Q16). A correlation analysis (Kendall’s tau) did not show a significant correlation between Q13 and Q16 (corr.-coefficient 0.256, sig. 0.066), which means that architects who are aware of dependencies between decisions do not necessarily make more decisions in combination. This may also be due to the complexity of the various problems and their solutions; each design decision may be complex enough in its own right, making it difficult to take into account its dependent decisions.

Regarding Q14, the results are clear: architects seldom reject decisions they made before. This is in line with the findings of Tang et al., who suggest that designers are reluctant to change their minds [13]. This, however, could indicate that previously made architecture decisions are seldom revisited, i.e. the architecture is not validated at the end as a set of decisions. One comment to Q19 is a strong affirmation of this attitude: “once the decision was made it is not allowed to rediscuss it”. This may be again due to the time and budget constraints of the projects: there is simply not enough time and resources to continue reflecting on past decisions; the architects need to consider them finalized and move on.

In general, architecture evaluation seems to be less important for practicing architects than the other two activities. This assumption is supported by the fact that only 16 out of 95 comments to Q19 (the most important thing in decision making) concerned architecture evaluation (31 for architectural synthesis, 48 for architectural analysis). Only three architects mentioned the necessity for reviews. Additionally to this finding, we observed that architects do not seem to pay particular attention to risks. In the answers to Q19, the word “risk” was not mentioned at all. In a survey with Dutch software architects, Clerc et al. also found that risk assessment was not regarded particularly important [16]. However, some of our results show that architects at least unconsciously perform risk mitigation, for instance by reflecting on identifying the requirements that are hardest to fulfill (Q4) and preferring well-known solutions in favor of unknown alternatives (Q10). In question 20, six architects explicitly answered that requirements should be prioritized and that the most important ones should be regarded first,
which is also a means to minimize risks.

D. Overall architecting process

To understand the reasoning followed within the overall decision-making process, we interpret the findings from open question 20, in which we asked the participants to describe freely how they come from one decision to the next. One of the most frequent comments was that the prioritized requirements guide the decision making process. This, however, does not imply a sequential approach to decision making. Instead, many architects stated that architecture is iteratively refined and improved, which is in line with architecture approaches in the literature [3]. The iterative nature of architectural design is also indicated by the answers to Q17 and Q18. Architects rather quickly develop a first vision of the overall architecture (<20% of the time for the complete architecture phase, Q17) and then refine this vision until the architecture is complete without significantly deriving from the initial vision any more (Q18).

As opposed to the architects who used the requirements to imply the order of decisions, the same amount of architects reflected that there was no specific order in decision-making. This is an indication that the decision-making process follows an arbitrary reasoning path; we argue that further research should be conducted to provide practicing architects with effective methods and tools to structure their decision-making sequence.

Finally, it is a noticeable finding that only one respondent named a concrete architecture approach he followed (in his case the rational unified process). Thus the greatest part of the participants does not seem to follow one particular architecture approach from the literature; instead they at least partially adopt architecture activities to define their own customized approach to architecture.

E. Threats to validity

To describe the internal validity of empirical results, it is important to exclude or at least explain confounding variables and other sources of potential bias [27]. Surveys generally bare the risk of poorly controllable variables [28], at least if online questionnaires are used as data collection method. In such cases the only means to control variables is by exclusion or by randomization. In this study we used both: participants who were not sufficiently experienced in software architecture were excluded from the study, and other potential variables were randomized by using the snowballing as sampling technique. Other potential threats to internal validity (especially construct validity) in questionnaires are ambiguously and poorly-worded questions [22]. To mitigate this risk, we pilot-tested our questionnaire in multiple iterations until the respondents understanding of the questions matched our intentions (see Section III for more details).

An addition threat to internal validity is the fact that the answers to the open question Q19 (the three most important things in decision making) could have been influenced by the structured questions we asked before. However, the majority of the answers were complementary to the questions. Few of the answers indeed demonstrate such a correlation, but in these cases, the participants still had to make a choice that reflected their personal behavior.

An additional limitation of questionnaires is the uncertainty whether the participants answer truthfully. We tried to keep this risk low by ensuring the respondents that the participation is voluntary and that no data is gathered that would allow us to draw conclusions with respect to the identity of the respondent. Moreover, if people are not willing to be honest, they usually do not volunteer for such a survey. However, this risk can never be excluded totally.

External validity is the extent to which conclusions can be generalized and capture the objectives of the study [27]. It is primarily concerned with the representativeness of the sample for the target population [28]. The target population of this study is software architects, who have been working in the industry for at least five years and who have been responsible for software architectural design for at least two years. We assume that our findings concerning the reasoning process can be generalized to the population of architects who fit to these sampling criteria. However, one might argue that the reasoning process is not just influenced by the experience of the architect, but also by the characteristics of the software project (e.g. size and domain) and the culture of the company in which the project is done. The demographics of the participants demonstrate that they worked in a variety of application domains and companies, as discussed in the following two paragraphs.

The influence of the company culture is limited by the fact that multiple companies took part, which were not chosen by us directly. We know of at least eight different companies who took part in the study, because respondents from eight different organizations across Europe and the USA sent us e-mails after participating, to state their interest in obtaining the study results. Data about the domain and size of the project that the architects considered in the study was collected in the questionnaire. The average project size was 1441 person-months (1.4 mill SLOCs), which means that mainly large projects were regarded.

The domains of the project included software engineering (17%), embedded systems (13%), transportation (13%), healthcare (11%), realtime (11%), command and control (9%), enterprise computing (9%), telecommunication (9%), finance (8%), e-commerce (6%) and manufacturing (6%). Thus, a wide range of projects from different domains was covered. To understand the influence that the project domain had on the results, we correlated the domains with the dependent variables (Spearman’s rho). At the significance level of 0.05 (2-tailed), the domains finance, transportation...
and healthcare showed correlations. Architects from the finance domain reflected less on identifying which of the requirements were hardest to fulfill (Q4, corr.-coeff: -.291, sig. 0.05), they spent less effort on searching for alternative design options, if they already had a solution in mind (Q8, corr.-coeff: -.306, sig. 0.039) and had less confidence in the soundness of their decisions (Q12, corr.-coeff: -.303, sig. 0.041). Architects from the healthcare sector more often searched for alternative design options, if they already had a solution in mind (Q8, corr.-coeff: .307, sig. 0.038).

In the transportation domain, architects reflected more on identifying which of the requirements were hardest to fulfill (Q4, corr.-coeff: .298, sig. 0.044) and also thought more about the pros and cons of design alternatives (Q9, corr.-coeff: .296, sig. 0.049). However, the fact that only few correlations were found shows that project domains seem to have no significant influence on the reasoning process.

VI. CONCLUSIONS AND FUTURE WORK

We conducted a descriptive survey with industrial software architects from several companies and project domains to get insight in the reasoning process followed during architectural design. The results were interpreted according to the pragmatic constraints in the industry, as well as established architecting approaches in the literature. As explained in Section I, our aim is to define reasoning best practices guiding especially inexperienced architects in the three architectural activities. The following best practices were derived from our results:

• **Architectural Analysis:** A deep understanding of the requirements and the problem space is essential for successful architecting. If possible, architects should get involved in the requirements elicitation to gain a better understanding of the requirements and other architectural drivers like time and budget-constraints. If, for some reason, they cannot get involved in requirements gathering, they should make sure that requirements are not too constraining or unrealistic and eventually negotiate and relax them with the respective stakeholders. Requirements should be prioritized; the most important ones and the ones that are hardest to fulfill should be regarded first, as they bare potential risks. Requirements are an important part of the rationale behind architecture decisions and as such they should be documented adequately.

• **Architectural Synthesis:** It is advisable to search for multiple design options and get to know the solution space well when making decisions. In cases where time and budget is very limited it is sometimes practical to consider less design options, if the architect already has a working solution in mind that has proven itself in prior projects. In cases where multiple design options equally fit to the design problem at hand, it is less risky to stick to a solution the architect knows well. When weighing pros and cons of design options, a colleague can act as a sounding board to make sure that choices are informed and unbiased by personal preference. In cases where multiple decisions have strong dependencies, they can be discussed as a whole, i.e. the total of such strongly-dependent decisions can be treated as a single decision. Finally, as in other design disciplines, simplicity should be a key goal in software architecture; unnecessary complexity should be avoided.

• **Architectural Evaluation:** In architectural evaluation, candidate solutions must be validated against the ASRs to make a decision. In situations, in which a decision cannot satisfy two requirements at the same time, the optimal trade-off between those requirements has to be found. Prototyping design options or combinations of design options can help understanding solutions and provides additional rationale for informed choices. Apart from evaluating design options, the architecture should regularly be evaluated as a whole to ensure consistency between the decisions and to uncover hidden constraints. If this is not possible due to time and budget constraints, it should at least be done once at the end of the architecture phase. A thorough documentation of architecture decisions can reduce the effort needed for their evaluation.

There is one more best practice that spans through all three activities of architecture design and concerns the iterative refinement and improvement of an architecture. Architects should try to develop an overall vision of the complete architecture rather quickly, and then revisit the constituent parts of the vision to finalize the decisions. Decisions from comparable projects can serve as a starting point to develop the vision and can furthermore help to make sure that no important considerations were forgotten.

We are currently developing a documentation framework for architecture decisions to effectively support software engineers in the different activities of architectural design.

In our previous work we started analyzing the reasoning process of inexperienced software engineers [14]. We performed these studies with graduate students who have followed lectures specifically in software architecture and undergraduate students who have not had any software architecture education. This distinction is made to find out in how far software architecture education influences the way students reason about architecture. We assume that students who have had some kind of software architecture training adopt at least some of the practices and methods they were taught, while others are ignored. We plan to use these results and compare them with the findings presented in this article, in order to propose appropriate training material for inexperienced architects.
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