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Abstract

Recent advances and debates surrounding general/developmental and static/dynamic theories of crime can be traced to the 1986 National Academy of Science Report on criminal careers and the discussion it generated. A key point of contention lies in the interpretation of the age-crime curve. For Gottfredson and Hirschi, the decline in the age-crime curve in early adulthood reflects decreasing individual offending frequency ($\lambda$) after the peak. Blumstein et al. claim that the decline in the aggregate age-crime curve can also be attributable to the termination of criminal careers, and the average value of $\lambda$ could stay constant (or increase with age) for those offenders who remain active after that peak. Using data from the Criminal Career and Life Course Study - including information on criminal convictions over 60 years of almost 5,000 persons convicted in the Netherlands - and applying a Two-Part Growth Model that explicitly distinguishes between participation and frequency - the paper assesses the participation/frequency debate. Results suggest that the decline in the age-crime curve in early adulthood reflects both decreasing individual offending participation and frequency after the peak, that the probabilities of participation and frequency are significantly related at the individual level, and that sex and marriage influence both participation and frequency.
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INTRODUCTION

Many early studies on criminal careers have become classics in criminology (Sutherland 1939; Glueck & Glueck 1950; Shaw 1930), and the publication of the 1986 National Academy of Science Report on criminal careers (Blumstein et al. 1986) re-invigorated the study of criminal careers and generated much debate (Barnett et al. 1989; Blumstein, Cohen & Farrington 1988a, 1988b; Gottfredson & Hirschi 1986, 1988; Rowe et al. 1990; Nagin & Smith, 1990; Greenberg 1991; Land 1992; Osgood & Rowe 1994). The report defined the criminal career as the longitudinal sequence of crimes committed by an individual offender, and outlined the basic conceptual tools and vocabulary, providing the framework for many current theoretical debates in Developmental/Life Course Criminology (Farrington 2003).

A key claim made in the report was that it is important to carry out longitudinal research in order to answer critical questions about criminal career patterns, including the important distinction between the participation (prevalence) of offending and the frequency (incidence) of crime. Participation refers to the proportion of a population who are active offenders at any given time, while frequency refers to the average annual rate at which this subgroup of active offenders commits crimes. Frequency characterizes the intensity/rate of crimes of individual offenders and is often denoted by lambda (λ).

The authors claimed that the distinction between participation and frequency is especially relevant when studying the age-crime relationship. As they argue, the well-known aggregate age crime curve could result both from age-graded differences in participation (more adolescents than adults actively involved in crime) and from age-graded differences in frequency. On this point, they argued that the relationship with age
of these two criminal career features differed: participation varied with age – in a way similar to the aggregate age-crime curve – but frequency was stable over time and increased with age for certain types of crime and subgroups of offenders (Farrington 1986; Laub & Sampson 2003:16). Finally, in distinguishing between participation and frequency, the possibility was raised that theories of crime may require separate explanations for the two dimensions because the factors stimulating individuals to become involved in crime may be different from the factors affecting the frequency with which active offenders commit crimes (Blumstein, Cohen & Farrington 1988a,b).

The distinction between participation and frequency was not entirely embraced among criminologists. Gottfredson and Hirschi outlined a static view claiming that the age-crime relationship observed at the aggregate level mirrors that at the individual level – all individuals showing a rise and decline in crime frequency as they aged. Gottfredson and Hirschi explicitly deny the need to distinguish between participation and frequency, because both reflect the same underlying criminal propensity. Obviously, this is an empirical question, but surprisingly this question has not received much empirical attention (Piquero, Farrington & Blumstein 2007:46-60).

Using data from the Criminal Career and Life Course Study (CCLS) - including information on criminal convictions over 60 years of almost 5,000 persons convicted in the Netherlands – and applying recently developed Two-Part Growth Models that distinguish explicitly between participation and frequency – we examine whether there is a meaningful empirical distinction between participation and frequency, as evidenced by their relationships to age, gender, and marriage. Such an analysis is important for three reasons. First, issues of participation and frequency have not been adequately addressed
in studies of the development of criminal activity. Second, the studies that have examined this distinction rely on longitudinal data that does not characterize the full sequence of criminal careers, and has only focused on either the juvenile or the adult period, and rarely both (Sampson & Laub 2003). Finally, almost no research has employed non-US-based data.

BACKGROUND

The criminal careers debate has been described as a “watershed event”, in that it stimulated the growth of research on crime and the life course generally (Osgood 2005:197), spurred several theories of crime that can be conceptualized across a wide spectrum that run the gamut from static to dynamic frameworks (Paternoster et al. 1997), and generated much attention among criminologists (Sampson & Laub 2005). In this regard, debates about whether general versus typological theories based on different predictions about onset and frequency and their causes have been prominent in the criminological literature. Yet, empirical research concerning the participation/frequency distinction over the lifespan has been scant, and is virtually non-existent with respect to whether life circumstances differentially relate to participation and frequency. Analysis investigating these issues would speak directly to this debate and may present a challenge to the typological hypothesis about the necessity of parceling out different parts (and causes) of criminal careers, or may present a challenge to more general frameworks about their view that participation and frequency resemble one another over the lifespan and are predicted by the same set of causes.

COMPETING HYPOTHESES ABOUT PARTICIPATION/FREQUENCY
Gottfredson and Hirschi explicitly deny the need to distinguish participation and frequency, because both reflect a similar underlying propensity. And while they do not deny that some offenders offend at a much higher rate than other offenders, they argue that offenders differ in degree and not kind; that is offenders can be arrayed on a continuum of criminal propensity, i.e., low self-control, with individuals at the higher end of the continuum (with lower self-control) evidencing higher criminal activity and vice versa. Importantly, Gottfredson and Hirschi do not permit the existence of qualitatively distinct offender groups; for them the decline in the age-crime curve in early adulthood reflects decreasing offending frequency ($\lambda$) after the peak. Gottfredson and Hirschi are clear in that the causes (i.e., any and all individual characteristics) of both participation and frequency are the same, and that life events, such as marriage, have no causal effect on the development of criminal careers (Hirschi & Gottfredson 1995).² Blumstein et al. instead argue that the participation/frequency dimensions may evince unique causes, contending that the reasons why individuals participate in crime may be different from the reasons why individuals either persist in crime or once active, commit crimes at a high frequency. They claim that for participation and frequency: (1) the relationships/effects of age may differ; (2) the effects of individual characteristics (sex) may differ; and (3) the effects of life circumstances (marriage) may differ.

In sum, while the two sides do not necessarily disagree about the basic pattern of relationships, they do disagree about their interpretations and implications. For instance,

² Even if Gottfredson and Hirschi were to grant that life events relate to criminal career dimensions, they would likely claim that the effect of such life events should be the same across all dimensions because of their view that studying distinct career dimensions is fruitless. Their general and purely static perspective can be contrasted against Sampson and Laub’s general but dynamic theory which adopts the general theory approach that the specific course of offending across offenders is propelled by the same underlying causal processes, but departs from Gottfredson and Hirschi by allowing for both static and dynamic (life events) factors to relate to criminal activity over the lifespan, and that the relation of dynamic factors to criminal activity may be more or less salient at different points in the lifespan.
Gottfredson and Hirschi acknowledge that demographic differences on frequency tend to be smaller than on participation, but they argue that this is an artifact of selection rather than evidence of the necessity of distinguishing participation and frequency. Blumstein et al. would likely suggest that selection is not the penultimate explanation.

Extant theories make larger distinctions between participation and continuation but not necessarily between participation and frequency. For example, Gottfredson and Hirschi’s theory would anticipate that self-control relates to both participation and frequency (i.e., those with low self-control are more likely to participate in crime, and once active engage in a higher frequency of crime). Other theories, such as labeling, would have more to say about why individuals commit crimes at a higher rate subsequent to their first crime as opposed to why individuals participate in crime in the first place.

There has been some empirical research on the participation/continuation issue (Piquero, Farrington, & Blumstein 2003), with some studies showing that the causes are different, some showing that the causes are the same, and others reporting a mixture of findings—with some unique effects for each of the respective dimensions (Smith et al. 1991; Nagin & Smith 1990; Paternoster & Triplett 1988; Piquero et al. 2007; Smith & Brame 1994). These studies have been limited to investigations of normative/community samples of adolescent youth followed for a short period of time (generally two to six years). Thus, it is unknown whether different samples, especially offender-based samples who evince much more offending than non-offender-based samples, followed well into adulthood would evince similar observations and patterns of relationships. This is no small matter for it is important to have a lengthy observation window as it allows for the
criminal career to ‘play out’ rather than offering a limited snapshot of community samples.

Only a small number of studies have investigated the participation/frequency distinction. For example, Rowe et al. (1990; Osgood & Rowe 1994) proposed a latent trait model that simultaneously accounts for both participation and frequency, and hypothesized that the parameters of the criminal career model could be accounted for by individual differences along a single, relatively stable dimension of crime proneness. Thus, individuals vary along this continuous dimension and their position on the dimension is somewhat stable over time (i.e., individuals higher in proneness obviously exhibit higher offending frequency). Their model asserts that discrete classes of criminals do not exist and that a single set of causal processes underlies the entire dimension. Their model fit both participation and frequency for several samples and measures of offending, supporting the idea that separate causal processes are un-necessary to account for group differences in frequency and participation. Greenberg (1991) employed a model that assumed that: (1) individuals were characterized by a mean offending rate, $\lambda$, that is constant over time; (2) criminal events occurred independently and at random (these two assumptions imply that the probability of an individual characterized by lambda is given by the Poisson distribution); and (3) but since all members were assumed to have the same $\lambda$, the third part of the model assumes that the populations of interest are heterogeneous with respect to $\lambda$. He found good support for his two-parameter model. Finally, Nagin & Smith (1990) addressed whether there were distinctive differences in the processes determining participation and frequency by developing several tests to examine not only whether the correlates of participation/frequency were similar but also
whether the same underlying statistical model was consistent with the data on both dimensions. Using data from the first two waves of the National Youth Survey, their results did not generally support the idea of distinguishing participation/frequency.

Taken together, these efforts have provided the basis for a knowledge base underlying the participation/frequency distinction, yet all remain limited in several respects, two of which are pertinent to the current study: the use of an offender-based sample followed for a long portion of the criminal career. The specific question investigated in the current study is whether there is a meaningful empirical distinction between participation and frequency, as evidenced by their relationships to individual characteristics and life circumstances. Below, we outline some potential possibilities.

Regarding age, analyses suggest that the rise and peak during mid to late adolescence is more a function of participation than frequency (i.e., more individuals offending rather than more offending among those who offend). Then, after late adolescence and into early/middle adulthood, offending tends to be a function more of the frequency of offending among those who are active than of many individuals participating. The key point is that as adulthood ensues, while a smaller number of individuals are offending (low participation) they tend to engage in a higher frequency of crimes (Farrington 1986; Laub & Sampson 2003).

Regarding individual characteristics, it has been found that certain characteristics exert different effects on participation and frequency. Blumstein and Graddy (1982) and Blumstein et al. (1986) find that sex and race exert strong effects on participation but not on recidivism/frequency (i.e., males and blacks were more likely to participate in crime, but once involved, the frequency of offending among whites and blacks and males and
females was similar). Several reasons for this finding have been put forth including: differential opportunity structures, different normative pressures, and neuropsychological, neurological, and biological differences. Others argue not necessarily that there are specific sex differences in the risk factors, but instead that there are differences in the average levels of the specific risk factors (differences in degree not kind; Moffitt et al. 2001). Then, once the hurdle for offending participation has been crossed, the initial differences tend to disappear because the individuals who remain and continue to commit many crimes evince many of the same type and level of risk factors.

Regarding life circumstances (marriage, employment, incarceration), theories differ on the expected effects. Whereas static theories predict no effects, dynamic theories permit effects. These latter theories however, are silent on whether there are differences across participation/frequency, but it would seem that there are reasons to think that there may be both similarities and differences. With respect to the similarities view, it may be that these life circumstances act in such a way as they close all crime opportunities as opposed to only limiting their frequency. Marriage limits the ability to associate with deviant peers and places constraints on time away from the marriage, which indirectly serves to reduce the chances of criminal activity and also to engage in many criminal activities. As a form of investment in conventional society, marriage and employment may also serve a social control function as individuals will not risk their roles in these social institutions by engaging in crime, regardless if it is one or many crimes.

**CURRENT FOCUS**

On one hand, it is surprising that the participation/frequency distinction has not received much empirical attention, especially because of the increase in longitudinal data
and research over the past twenty years (Farrington 2003; Laub & Sampson 2003; Piquero et al. 2003). Several new analytic methods especially designed to study offending trajectories (e.g., growth curve modeling and latent class growth analyses) have also become available (Kreuter & Muthén 2008; Nagin 2005; Muthén 2004; Piquero 2008), many of which have been applied to study participation and frequency over the lifespan.

On the other hand, it is less surprising that these issues have remained unaddressed, largely because the data requirements to study the question of the age-crime curve at the individual level are daunting. Longitudinal information of offending over a very long time period is needed, information on incarceration and death is necessary to control for ‘false desistence’ (Piquero et al. 2001), and since many individuals do not commit crime, in order to study offending frequency among active offenders information on a large number of individuals is required. Only a few studies can make a credible claim at having achieved these significant data requirements (Sampson & Laub 2003).

Another important reason why it is less surprising that the empirical study of the participation/frequency distinction has been little-investigated is that appropriate methods of analyses to study these features have only recently become available (Muthen 2001; Vermunt 2003). Most researchers studying criminal careers have applied hierarchical linear models (HLM), latent class growth analyses (LCGA) or growth mixture models (GMM). In these techniques, the dependent variable typically is a count of the number of crimes. Such analyses can only reveal that the ‘average number of offenses’ in the entire sample (HLM) or in each of the distinguished subgroups’ (LCGA/GMM) change over time. The ‘average number of offenses’ here necessarily is a weighted average of the number of offenses committed by those individuals who do and those who do not commit
crimes. In other words, the rates of participation and frequency are merged together. Consequently, when applying these models, it remains unclear to what extent a decline in the age-crime curve may be attributable to the termination of criminal careers (i.e., changes in participation), or to a decrease in the number of offenses for those offenders who remain active (i.e., changes in frequency) (Blumstein 2005). It has only been recently that specific methodological techniques have been developed that afford an opportunity to critically examine this important criminal career distinction (Muthen 2001; Olsen & Schaefer 2001), but the requisite empirical analyses have not been undertaken.

This study builds on and expands previous research by employing long-term data and applying methods that have only recently become available in order to appropriately analyze participation/frequency over the lifespan. Specifically, this study uses criminal history data over a period of 38 years (i.e., age 12 to age 50) pertaining to a large sample of Dutch offenders. The data are analyzed using Two-Part Growth Models designed to distinguish participation and frequency. Based on extant theory and results from earlier work, we ask the following questions:

1. To what extent and in what way does age have (different?) effects on participation and frequency?
2. To what extent is participation and frequency related at the individual level?
3. To what extent are individual characteristics (sex) and life circumstances (marriage) related to participation and frequency?

DATA

To answer these questions data from the Criminal Careers and Life Course Study (CCLS) are analyzed (see Nieuwbeerta & Blokland 2003). This study is a large-scale
research project conducted by the Netherlands Institute for the Study of Crime and Law Enforcement and has been used to describe lifespan offending trajectories and the effects of life circumstances on these trajectories (Blokland, Nagin & Nieuwbeerta 2005; Blokland & Nieuwbeerta 2005). Court information and life course data were collected on 4,615 randomly selected individuals all convicted of a crime in 1977. Respondents were selected by means of a representative selection of 4% of all the criminal cases conclusively resolved in the Netherlands; they were cases where a judge pronounced a sentence and cases dismissed by the Public Prosecutor for reasons of policy or due to insufficient evidence. The advantage of a general national sample of this kind is that statements can be generalized to the total criminal population. Regarding personal characteristics of the individuals in the sample (see Blokland et al. 2005), a tenth of the respondents are women, a quarter of the respondents were younger than 20 in 1977, and half of them were between 20 and 35, their average age at the time was 27, four out of ten were unemployed, and the police arrest files referred to 37% of them as alcoholics and 2% as drug addicted.

Using extracts from the General Documentation Registry of the Ministry of Justice Court Documentation Service, a complete list of the criminal convictions incurred was drawn up at the beginning of 2003. The Documentation Registry contains information on all the criminal cases registered by Public Prosecutors in the Netherlands (not including crimes prosecuted abroad either before or after 1977). The regular extracts are supplemented by information on court cases not referred to in the extracts because of the period of limitation. Analyses only address the registrations of crimes the suspects were actually convicted for or dismissed by the Public Prosecutor for reasons of policy,
and are concisely referred to as convictions.\textsuperscript{3} Data on incarceration were also obtained from the GDF extracts. Within each year-period, individuals were coded ‘free on the street’ for the proportion of the year that they were not incarcerated, with a minimum of one week per year to account for offenses perpetrated while on leave or detention in a semi-secure institution.\textsuperscript{4}

Data on life circumstances were collected from population registration data (GBA). Since 1938 all citizens in the Netherlands are registered in their municipalities. Personal records in the population registration contain information on marriage and fertility history and date of death. Prior to electronic registration in 1994, personal record cards were used that were sent to the next town of living every time a person moved. For individuals who died before 1994 personal record cards were retrieved from the Centre for Genealogy and Heraldry. By 2002, 17\% of the sample had died (Nieuwbeerta & Piquero 2008). Nearly three quarters of the final sample had been married at least once; 53\% of these marriages ended in divorce. At age 19 about 10\% were married, at age 25 about 50\% were married, and at age 40 almost 70\% were married.

A person-period file was constructed in which every record contained information on the number of convictions for each individual in each year, as well as information on all relevant covariates. Since only a few persons had reached an age over 72 by 2002

\textsuperscript{3} Traditionally, frequency-of-conviction variables are treated as a count variable following a Poisson distribution (Osgood 2000), which is justified because the outcome is relatively rare with a high preponderance of zeroes. We inspected the ladders of powers (Tukey 1977; Hamilton 1990) to determine an arithmetic transformation resulting in a normal or Gaussian distribution of the truncated count variable. The untransformed variable is characterized by a steep left skew. While none of the common transformations led to a perfectly normally distributed outcome variable, the log transformation yielded the closest transformation as judged by quantile-normal plots as well as a Chi-Square distribution test. The log transformation reduced skewness from 4.0 to 0.36 and kurtosis from 29.49 to 2.21.

\textsuperscript{4} Under Dutch penal regime many convicts are allowed (un)accompanied leave during a large part of their sentence. Even those offenders sentenced to a year (or more) in prison can thus be expected to be at risk of offending for some short period. We tried several time periods in the analysis besides one week – days, months – but this did not affect our results.
(Table 1), only information on ages 12-50 was included in the analyses. Further, to reduce the number of person-periods we used three-year periods instead of one-year periods. Collapsing time periods was motivated by the increased data complexity using all 38 time points from age 12 to age 50. As a sensitivity check of the three-year decision, we compared the results to both one-year and two-year groupings. The results were identical for the different grouping decisions and we present the results for the three-year grouping due to a higher stability in the model. The fully constructed data-file contains information for 59,995 person-periods (unweighted) for 4,615 individuals.

* Table 1 about here*

**METHODS**

**Two-Part Latent Growth Model (LGM)**

Because our primary interest lies in comparing results for participation and frequency, we sought an approach that provided a reasonable and appropriate strategy. In this study, we employ a Two-Part Latent Growth modeling strategy (Blozis, Feldman, & Conger 2007; Brown et al. 2005; Duan, Manning, Morris, & Newhouse 1983; Manning et al. 1981; Muthén 2001; Olsen & Schafer 2001; Witkiewitz & Masyn 2008). As a longitudinal adaptation to two-part (or two-equation) multiple regression models (Ellickson et al. 2001; Manning 1997), this strategy decomposes the original distribution of conviction in a 3-year period from age 12 to age 50 into two parts (Figure 1). The two measurement models shown below (Olsen & Schafer 2001:731-732) present this decomposition formally:
\[ U_{ij} = \begin{cases} 1 & \text{if } Y_{ij} \neq 0 \\ 0 & \text{if } Y_{ij} = 0 \end{cases} \]

and

\[ Y_{ij} = \begin{cases} g(Y_{ij}) & \text{if } Y_{ij} \neq 0 \\ \text{irrelevant if } Y_{ij} = 0 \end{cases} \]

It is assumed that \( g \) is a monotone increasing function (e.g., log) that enables an approximation of \( Y_{ij} \) by a Gaussian distribution. The responses are estimated by a pair of correlated random effects models, one for the logit probability of \( U_{ij}=1 \) and one for the mean conditional response for \( y>0 \), i.e., \( E(Y_{ij} | U_{ij}=1) \).

* Figure 1 about here*

In Part 1 of the model (the u-part, found in the top portion of Figure 1), no conviction was separated from the rest of the distribution by creation of binary indicator variables distinguishing any positive level of conviction in the time period (coded 1) from non-conviction (coded 0). Conviction-versus-non-conviction outcome variables were analyzed as a random-effects logistic growth model with the log-odds of conviction regressed on growth factors (Muthén 1996). Time of measurement may be included to allow intercepts, slopes etc. to vary by subject (Olson & Schafer 2001:731f).

Part 2 of the model (the y-part) consisted of continuous indicator variables representing the frequency of convictions, given that some conviction had taken place (i.e., excluding zeroes). Here, each frequency-of-conviction outcome was modeled as a Latent Growth Model with growth factors of nonzero conviction regressed on background variables following traditional latent growth modeling (Curran 2000; Duncan & Duncan 1996; Taylor, Graham, Cumsille, & Hansen 2000). The model for the continuous response is:
\[ Y_i = X_i^* \gamma + Z_i^* d_i + \varepsilon_i \]

where \( Y_i \) is the vector containing all conditional values of \( Y_{ij} \) for subject \( i \), given \( U_{ij} = 1 \). The residuals \( \varepsilon_i \) are distributed as \( N(0, \delta^2 I) \); \( X_i^* \) and \( Z_i^* \) are matrices of covariates. The random coefficients of the u- and the y-part (\( c_i \) and \( d_i \), respectively) are assumed to be jointly normally distributed and possibly correlated (Olson & Schafer 2001:732):

\[
\begin{bmatrix}
   c_i \\
   d_i
\end{bmatrix} \sim N(0, \psi = \begin{pmatrix}
   \psi_{cc} & \psi_{cd} \\
   \psi_{dc} & \psi_{dd}
\end{pmatrix})
\]

It is possible for an individual to have no convictions at any given time period. Thus, individuals who reported no convictions contribute little information to the estimation of \( \gamma, \delta^2, \psi_{dd} \) and \( \psi_{cd} \). If \( \psi_{cd} = 0 \), the two parts of the model are independent. In the context of offending, independence would imply that the probability of conviction at one occasion has no influence on the number of convictions, if any, at other occasions. Only in that situation estimates are unbiased when analyzing the two parts of the model separately.

In sum, the Two-Part model allows different covariates being related to the u-versus the y-part of the model (see also Nagin & Smith’s (1990) Zero-Inflated Tobit), estimates the participation and frequency processes by a pair of correlated random coefficients (where an individual with zero convictions at some interval contributes little information to the estimation of \( Y_{ij} \)), and as compared to Zero-Inflated count and negative binomial models – zeroes are excluded from the y-part. In other words, the conditional mean of \( y \), given that it is non-zero, is highly meaningful from a substantive point of view. The use of the Two-Part model to analyze longitudinal data explicitly distinguishes between participation and frequency and thus suits our primary interest.
**Model Building Results**

The procedure for constructing the Two-Part LGMs consisted of first identifying the unconditional (i.e., without background variables) functional form of change in participation. Change in conviction-versus-non-conviction outcomes was modeled as linear, quadratic, or cubic growth. Loadings for linear, quadratic, and cubic growth factors were specified as orthogonal polynomial contrasts with intercepts centered at age 24-26 (Raudenbush & Xiao 2001). These different parameterizations were selected in order to model change in conviction patterns as a constant process (i.e., using linear growth) or with gradual acceleration or deceleration in conviction (i.e., using quadratic or cubic growth). Also, we tested if one or more of the growth factors (e.g., intercept, slope etc.) were random effects. Model fit was assessed by inspecting fit statistics for nested (i.e., Chi-Square Test) and non-nested (i.e., Bayesian Information Criterion: BIC) model specifications. While models with increasing numbers of growth factors are compared via a Chi-Square Test, the BIC was used to test if a growth factor was random. A series of seven nested models (Model A thru Model G) were estimated, which differed in the number of growth parameters and the extent to which these were modeled as random or fixed effects (Table 2). Model F was identified as the best model as judged by the lowest BIC and significant Chi-Square change. While the intercept to the quadratic slope was allowed to vary across persons, the cubic slope was modeled as a fixed effect.

Building upon the best model for participation, we subsequently modeled the change of frequency in concert with the model for participation. We estimated a series of five nested models (Model 1 thru Model 5), which differed in the number of growth

---

5 To ease model convergence by reducing collinearity between growth factors, both processes were centered at age 24-26.
parameters for the frequency (y-part) and the extent to which these are modeled as random or fixed effects (Table 3). As model parts 1 (u-part) and 2 (y-part) were free to follow different functional forms, it was possible for background variables to have differential effects on growth factors between each model part. To represent the potential conditionality of the frequency-of-conviction outcome on the initial probability of conviction, growth factors between the u-part and y-part were allowed to correlate. Model 5 was identified as the best model, and is characterized by the lowest BIC and a significant Chi-Square change. This model consists of three random growth factors for the conviction probability (u-part) and four random growth factors for the conviction frequency (y-part). The parameter estimates of our preferred model (Model 5) are presented in Table 4. All models were analyzed using Mplus 5.1 (Muthén & Muthén 1998-2008), which provided maximum likelihood parameter estimates with robust standard errors under the assumption of missing at random (MAR) via numerical integration. MAR assumes that missingness depends on observed data, i.e. there are differences between those with observed and missing values, but we observe the ways in which they differ. In the case of the two-part model, individuals with missing on the y-part (frequency) are those who are “0” on the u-part (probability), i.e., they did not engage in offending behavior during a specific 3-year period.

* Tables 2 - 4 about here *

RESULTS

The effects of age

We start by addressing our first and second questions: (1) To what extent and in what way does age have (different?) effects on participation and frequency?, and (2) To
what extent is participation and frequency related at the individual level? Recall that Gottfredson and Hirschi deny the need to distinguish participation and frequency, because both reflect underlying propensity. For them the decline in the age-crime curve in early adulthood reflects both decreasing participation and decreasing frequency after the peak. Blumstein et al. instead argue that the participation/frequency dimensions may be differentially related to age and that it is worth investigation. They also hypothesize that participation increases in adolescence, declines in early adulthood, and that there is a decreasing offending participation after the peak, whereas frequency is stable over the lifespan among active offenders or increases for some groups of offenders.

The results of our preferred model (Model 5) shed important light on this distinction. First, the coefficients of age, \( \text{age}^2 \), and \( \text{age}^3 \) (Table 4) are significant, indicating a non-linear relationship between age and both participation and frequency. Second, the relationship between age and participation and between age and frequency are rather similar as judged by the linear and nonlinear slopes needed to model this relationship. In Figures 2 and 3, the predicted participation and frequency trajectory are graphically presented based on the estimated coefficients of Model 5 (Table 4).\(^6\) Both figures show the usual increase, peak around age 21-23, and decline thereafter.

* Figures 2 and 3 about here *

Examining the growth parameter variances for participation and frequency reveals significant variation in the mean estimates (Variance=2.527 and 0.322; Std. Error=0.094

---

\(^6\) To obtain age-specific estimates for the probability of conviction, the estimated number of convictions as well as the rate of conviction, it is necessary to integrate over the random effects of the growth factors, obtaining the marginal distribution of the outcomes. This integral is not available in closed, explicit form but has to be obtained via numerical integration. The numerical integration was accomplished using a Monte Carlo simulation approach where we obtained 10,000 random draws from the distribution of the growth factors, using their estimated means, variances, and covariances as obtained from the model output.
and 0.014), indicating significant individual heterogeneity around the mean levels in participation and frequency at age 24-26. Variances for the linear and nonlinear slopes (quadratic for participation and quadratic and cubic for frequency) were also significant, indicating individual heterogeneity in the change of participation and frequency.

The parameter estimates of Model 5 (Table 4) also reveal that there is a clear relationship between the probability of participation and the frequency of conviction. The covariance coefficient for the two intercepts (iu with iy) is 0.858 (Std. Error=0.032), indicating that in years where individuals have a high probability of conviction they also tend to have a high probability of being convicted many times (frequency). Similarly, the linear growth factors were significantly correlated (su with sy: Est=0.274, Std. Error=0.020), indicating that increases in the probability of participation are significantly and substantially related to increases in frequency.

Based on the estimated coefficients of Model 5 (Table 4) the predicted conviction rate in each year can be calculated. Graphically presented in Figure 4, findings correspond well to the aggregate age-crime curve. We now know that this age-conviction curve results both from age-graded differences in participation (more adolescents than adults actively involved in crime) and from age-graded differences in frequency.

Importantly, given the high (but not perfect) correlation between the probabilities of participation and – for those who participate – the frequency of their offending, individuals in years with relatively high participation rates will also show elevated conviction rates. This indicates that analyzing conviction rates while ignoring participation probabilities will likely yield biased estimates of $\lambda$. Researchers have made a similar observation regarding conviction rates when ignoring individual instances of
incarceration or death (i.e., examples of a zero probability in participation). In short, our evaluation of the evidence concerning the hypothesis about the similarity of age trends for participation and frequency offers strong support for Gottfredson and Hirschi’s view.

* Figure 4 about here *

The effects of sex and marriage status

The debate between Blumstein et al., Gottfredson and Hirschi, and Sampson and Laub also concerns whether individual characteristics and life circumstances relate to criminal activity and whether the impact differs between participation and frequency. Specifically, Blumstein et al. claim that for participation and frequency, the effects of individual characteristics may differ, while Gottfredson and Hirschi clearly state that the causes underlying all criminal career dimensions are the same, regardless of which one is investigated. They further claim that life events have no effect on criminal careers, whereas Sampson and Laub argue that life events can be an important correlate of desistance/persistence but do not specify whether the effect of life events vary across the participation/frequency dimensions. These hypotheses inspired us to our third question:

(3) To what extent are individual characteristics (sex) and life circumstances (marriage) related to participation and frequency?

7 Analysis of background variables in conditional models were conducted using two-tailed significance tests ($p < .05$). Gender was modeled to have a time invariant (i.e., regression onto the intercept) and a time-variant (i.e., regression onto the linear and nonlinear growth factors) effect. Marriage status was modeled with a time invariant effect, i.e., its effect was constrained to be constant over time (i.e., Proportional Hazard). The Two-Part LGM has the advantage that different sets of background variables can influence the two parts of the model differently. Importantly, even if the same covariates are used in both parts (as was done in this application), it will generally not be true that $X_{i,t}^u = X_i$ and $Z_{i,t}^u = Z_i$. And while the impact of the background variables can be compared in terms of its sign and significance, their relative substantive magnitude cannot be compared directly, given the difference in the scales of the u-part (i.e., log odds) versus the y-part (i.e., linear).
We extend our preferred model (Model 5), and include two theoretically important constructs as predictors. Acknowledging the lower crime rate among females, we include sex as a time invariant predictor (Model 5A). Specifically, we test the extent to which the lower crime rate among females is due to a lower probability of conviction as well as a lower frequency of convictions. We also include marital status as a time variant predictor with a time invariant effect (Model 5B). Studies have documented that marriage exerts social control which increases the likelihood of desistance (Blockland, Nagin & Nieuwbeerta, 2005; Laub et al. 1998; Laub and Sampson 2003; Piquero et al. 2002). While the inclusion of these predictors on conviction probability and conviction frequency separately is not new, in the Two-Part model these are allowed to simultaneously influence participation and frequency, and allows for a more fine-grained depiction about the processes underlying changes in participation and frequency.

First, using the unconditional model (Model 5) as a point of departure, we added sex as a predictor of the growth parameters; that is, we allowed sex to have a time invariant (intercept) as well as a structured time variant effect (slope to cubic slope) (Table 4, Model 5A). As judged by the log-likelihood this resulted in an overall better fitting model (Chi-Square Delta=265.206, df=7, p<0.001). Significant sex differences were found with respect to participation and frequency. As expected, the effect for sex on conviction probability was negative, indicating that females at age 24-26 compared to males at the same age were 4.6 times (i.e., 1 / 0.22) less likely to be convicted (Est.=−1.535, Std. Error=0.105, OR=0.22). The effect of sex on conviction frequency was also negative: females at age 24-26 start off being convicted less frequently (Est.=−0.381, Std. Error=0.042) than males. Sex also has a significant impact on the effects of age, age², and
Subsequently, we add marital status as a time dependent predictor of growth in the probability of participation and frequency of conviction (Table 4, Model 5B). Given our interest of validating the unconditional model, marital status is modeled in a proportional hazard fashion, i.e., the effect is constrained to be equal across time. As judged by the log-likelihood, this again results in a better fitting model (Chi-Square Delta = 179.018, df=2, p<0.001). The effects of marriage on the probability (U-Part: Est.=-0.476, Std. Error=0.044) and frequency of conviction (Y-Part: Est.=-0.171, Std. Error=0.016) are both negative indicating that individuals in a state of marriage are almost half as likely (i.e., exp^{-0.476}=0.63) of being convicted and – if they are convicted – in a state of marriage they have, on average, .171 less convictions.8

Finally, we graph the predicted participation, frequency and conviction rate trajectories for the four groups (sex by marriage status) based on the coefficients of our most extended model (Model 5B, Table 4). We present the predicted trajectories for a hypothetical man and a woman who marry at age 24-26 in Figures 5 through 7.

* Figures 5 - 7 about here *

The figures show clear sex-differences in all three instances (i.e., probability of conviction, frequency of conviction, and rate of conviction). First, higher estimates are found in all instances for males. Second, females tend to show a delayed peak in conviction. While males display the highest probability and frequency of conviction(s) in

---

8 We view the marriage/crime relationship as another opportunity for comparing relationships to frequency and participation (much like sex), but it should not be viewed as causal. A full treatment of this issue is beyond the scope of this paper (see Laub et al. 1998; King et al. 2007; Bersani et al. 2009).
the early 20s, females peak in their late 20s. Third, starting in the 40s, while the absolute differences across sex appear to become smaller as the trajectories for males and females appear to converge, the ranking of males over females remains stable.

The figures also show clear effects of marrying (i.e., at age 25 as in our hypothetical example). Individuals in a state of marriage have a substantially lower probability of being convicted (Figure 5) and – if they are convicted – they are less frequently convicted while in a state of marriage (Figure 6). This adds up to the fact that individuals in a state of marriage have lower conviction rates (Figure 7). The effect of marriage among males and females regarding participation and frequency is quite similar.

DISCUSSION

Recognizing the small and limited empirical research on the distinction between participation and frequency, we used data on criminal convictions over the lifespan for almost 5,000 persons convicted in the Netherlands along with recently developed Two-Part Growth Models to examine whether there is a meaningful empirical distinction between participation and frequency, as evidenced by their relationships to age, gender, and marriage. In so doing, we used Two-Part Growth models that exhibited several virtues including the ability to: (1) simultaneously estimate parameters of time series for participation and frequency, (2) allow parameters of the participation- and frequency-parts of the model to be correlated, (3) capture unobserved variation in both participation and frequency (accomplished by allowing random variation for coefficients for each
individual, i.e., individual trajectories), and (4) test effects of stable individual characteristics and time-varying life circumstances.\(^9\)

Three specific questions were addressed. First, we examined the relationship between age and both participation and frequency. Results uncovered a non-linear relationship between age and both participation and frequency, and that the relationship between age and participation and between age and frequency were quite similar, but also with significant individual variation around the estimated means. With age, both participation and frequency peaked in early adulthood and declined thereafter.

Second, when we assessed the individual-level relationship between participation and frequency, we found a clear relationship between the probability of participation and the frequency of conviction such that in years where individuals had a relatively high probability of conviction they also had a higher probability of conviction frequency. Further, after we calculated the predicted conviction rate in each year, results were consistent with the aggregate age-crime curve.

Finally, we studied the extent to which individual characteristics (sex) and life circumstances (marriage) related to participation and frequency. Results indicated that: compared to males, females were less likely to be convicted and were less frequently convicted; males and females differed in their developmental course of participation and frequency; and the effects of marriage on the probability and frequency of conviction were both negative indicating that when married, individuals were less likely to be convicted and when convicted, less frequently so.

\(^9\) Although we did not do so in this paper, the current model could be extended by adding mixtures to the \(u\) and/or the \(y\)-part to further explore individual variability, and that, in this model the effects of covariates could not only vary for the two parts, but also in terms of the trajectory membership.
Thus, we find essentially identical relationships of both participation and frequency to age, sex, and marriage, which is consistent with Gottfredson and Hirschi and contrary to the claim that participation but not frequency varies with age. Our results square away with Gottfredson and Hirschi, who argue that such a pattern of findings would emerge from there being only causes of a crime as a whole, not separate causes of different criminal career dimensions. Their hypothesis appears to receive support in the CCLS primarily because participation and frequency are closely linked and vary with age. Criminal careerists advocating the distinction between the participation and frequency dimensions are likely to have a difficult time reconciling these findings.

Results also resonate well with Sampson and Laub’s (1993) theory and Laub and Sampson’s (2003) recent long-term follow-up findings concerning the effects of life events, such as marriage. Where Gottfredson and Hirschi hypothesize that life circumstances have no effects on participation and frequency, Sampson and Laub’s research, as well as findings from the current study contradict the purely static hypothesis and provide evidence for a more general but dynamic theory of crime.

With these theoretical implications in hand—and taken in concert with prior studies on the participation/frequency distinction—our results offer a more complete (yet still imperfect) characterization of how participation and frequency vary over the life course. Our findings are especially useful because unlike prior studies which were limited to a brief snapshot of the juvenile years among normative/community samples, our effort tracked criminal offending among a large sample of offenders followed well into adulthood that allowed us to portray and investigate criminal careers in a more
demonstrative manner. These advantages are a certain improvement over previous efforts and represent a baseline for which other longitudinal investigations should be compared.

Of course, ours is not the final word on this issue. First, although there were certain features of the CCLS that improve upon extant research (long term follow-up period, non-US, inclusion of street time and death information), they contain data on official records among a predominantly all-white male sample from the 1980’s. Replication of our findings and extension to other and more recent data sources is important. Second, we did not parcel out violent crimes. Given the strong correlation between frequency and violence (violent offenses are more common among frequent offenders), it would be interesting to examine the participation/frequency distinction with a focus on violence. Third, we only examined one particular life event, marriage, and others are worthy of a deeper understanding of how life events alter situations and opportunities. In short, data remain thin and theory mixed with respect to the causal process underlying the relationship between participation and frequency. Recent studies have not given much attention to this issue, and it remains unclear whether the factors that are related to participation and frequency are similarly related to the factors that are related to desistance from crime (Loeber et al. 2008).
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Figure 1: A Twopart Model of Participation and Frequency of Offending
Table 1. Number of Individuals Observed at Different Ages

<table>
<thead>
<tr>
<th>Age</th>
<th>Unweighted</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>4615</td>
<td>4615</td>
</tr>
<tr>
<td>22</td>
<td>4605</td>
<td>4600</td>
</tr>
<tr>
<td>32</td>
<td>4547</td>
<td>4561</td>
</tr>
<tr>
<td>42</td>
<td>4255</td>
<td>4297</td>
</tr>
<tr>
<td>52</td>
<td>2042</td>
<td>2342</td>
</tr>
<tr>
<td>62</td>
<td>788</td>
<td>979</td>
</tr>
<tr>
<td>72</td>
<td>245</td>
<td>306</td>
</tr>
</tbody>
</table>
### Table 2: Comparison of Model fit for Conviction Probability (u-part)

<table>
<thead>
<tr>
<th>Model</th>
<th>Setting*</th>
<th>LogLikelihood (LL)</th>
<th># of par</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A</td>
<td>Intercept</td>
<td>-28834</td>
<td>2</td>
<td>57684.1</td>
</tr>
<tr>
<td>Model B</td>
<td>Intercept + Linear Slope (fixed)</td>
<td>-28618</td>
<td>3</td>
<td>57262.3</td>
</tr>
<tr>
<td>Model C</td>
<td>Intercept + Linear Slope</td>
<td>-28424</td>
<td>5</td>
<td>56890.9</td>
</tr>
<tr>
<td>Model D</td>
<td>Intercept + Linear Slope + Quadratic</td>
<td>-27260</td>
<td>6</td>
<td>54570.2</td>
</tr>
<tr>
<td>Model E</td>
<td>Intercept + Linear Slope + Quadratic</td>
<td>-27019</td>
<td>9</td>
<td>54113.3</td>
</tr>
<tr>
<td>Model F</td>
<td>Intercept + Linear Slope + Quadratic</td>
<td>-26672</td>
<td>10</td>
<td>53427.7</td>
</tr>
<tr>
<td>Model G</td>
<td>Intercept + Linear Slope + Quadratic</td>
<td>-26843</td>
<td>9**</td>
<td>53761.7</td>
</tr>
</tbody>
</table>

* All Coefficients have variance terms – except when mentioned (fixed)

** Only one extra parameter should be estimated in Model G compared to Model F, i.e. variance of the cubic trend. However, the model became very unstable and the covariation of the intercept with the quadratic and cubic trend as well as the covariation of the slope with the quadratic and cubic trend were constrained to zero.
<table>
<thead>
<tr>
<th>Setting*</th>
<th>Model U-Part (see Table 2)</th>
<th>Model Y-part</th>
<th>LL</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>Model F</td>
<td>Intercept, Linear Slope</td>
<td>-41379.556 (33)</td>
<td>83037.535</td>
</tr>
<tr>
<td>Model 2</td>
<td>Model F</td>
<td>Intercept, Linear Slope, Quadratic slope (fixed)</td>
<td>-41191.326 (33)</td>
<td>82661.076</td>
</tr>
<tr>
<td>Model 3</td>
<td>Model F</td>
<td>Intercept, Linear Slope, Quadratic Slope</td>
<td>-41061.703 (39)</td>
<td>82452.452</td>
</tr>
<tr>
<td>Model 4</td>
<td>Model F</td>
<td>Intercept, Linear Slope, Quadratic Slope, Cubic Slope (fixed)</td>
<td>-40960.086 (41)</td>
<td>82266.092</td>
</tr>
<tr>
<td>Model 5</td>
<td>Model F</td>
<td>Intercept, Linear Slope, Quadratic Slope, Cubic Slope</td>
<td>-40873.043 (45)</td>
<td>82125.754</td>
</tr>
</tbody>
</table>

* All Coefficients have variance terms – except when mentioned: (fixed)
**Table 4: Parameter Estimates*** and Model Fit for the unconditional (Model 5) and the Conditional Models (Model 5A and 5B)**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model 5</th>
<th></th>
<th>Model 5A</th>
<th></th>
<th>Model 5B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Std. Error</td>
<td>Estimate</td>
<td>Std. Error</td>
<td>Estimate</td>
<td>Std. Error</td>
</tr>
<tr>
<td><strong>Participation (U-Part)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (iu)**</td>
<td>0</td>
<td>fixed</td>
<td>0</td>
<td>fixed</td>
<td>0</td>
<td>fixed</td>
</tr>
<tr>
<td>Slope (su)</td>
<td>-0.263</td>
<td>0.033</td>
<td>-0.319</td>
<td>0.034</td>
<td>-0.146</td>
<td>0.037</td>
</tr>
<tr>
<td>Quadratic Slope (qu)</td>
<td>-1.293</td>
<td>0.030</td>
<td>-1.304</td>
<td>0.031</td>
<td>-1.340</td>
<td>0.031</td>
</tr>
<tr>
<td>Cubic Slope (cu)</td>
<td>0.412</td>
<td>0.015</td>
<td>0.419</td>
<td>0.015</td>
<td>0.413</td>
<td>0.016</td>
</tr>
<tr>
<td>iu on woman</td>
<td>na</td>
<td>na</td>
<td>-1.535</td>
<td>0.105</td>
<td>-1.418</td>
<td>0.105</td>
</tr>
<tr>
<td>su on woman</td>
<td>na</td>
<td>na</td>
<td>0.731</td>
<td>0.122</td>
<td>0.725</td>
<td>0.122</td>
</tr>
<tr>
<td>Qu on woman</td>
<td>na</td>
<td>na</td>
<td>0.213</td>
<td>0.111</td>
<td>0.147</td>
<td>0.111</td>
</tr>
<tr>
<td>Cu on woman</td>
<td>na</td>
<td>na</td>
<td>-0.136</td>
<td>0.056</td>
<td>-0.109</td>
<td>0.056</td>
</tr>
<tr>
<td>Part on Marriage</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td></td>
<td>-0.476</td>
<td>0.044</td>
</tr>
<tr>
<td><strong>Frequency (Y-Part)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (iy)</td>
<td>0.371</td>
<td>0.012</td>
<td>0.409</td>
<td>0.012</td>
<td>0.480</td>
<td>0.014</td>
</tr>
<tr>
<td>Slope (sy)</td>
<td>-0.148</td>
<td>0.015</td>
<td>-0.150</td>
<td>0.015</td>
<td>-0.083</td>
<td>0.016</td>
</tr>
<tr>
<td>Quadratic Slope (qy)</td>
<td>-0.164</td>
<td>0.019</td>
<td>-0.194</td>
<td>0.017</td>
<td>-0.208</td>
<td>0.017</td>
</tr>
<tr>
<td>Cubic Slope (cy)</td>
<td>0.076</td>
<td>0.011</td>
<td>0.089</td>
<td>0.010</td>
<td>0.085</td>
<td>0.010</td>
</tr>
<tr>
<td>iy on woman</td>
<td>na</td>
<td>na</td>
<td>-0.381</td>
<td>0.042</td>
<td>-0.336</td>
<td>0.041</td>
</tr>
<tr>
<td>sy on woman</td>
<td>na</td>
<td>na</td>
<td>0.134</td>
<td>0.039</td>
<td>0.131</td>
<td>0.039</td>
</tr>
<tr>
<td>Qy on woman</td>
<td>na</td>
<td>na</td>
<td>0.134</td>
<td>0.050</td>
<td>0.114</td>
<td>0.050</td>
</tr>
<tr>
<td>Cy on woman</td>
<td>na</td>
<td>na</td>
<td>-0.073</td>
<td>0.021</td>
<td>-0.065</td>
<td>0.021</td>
</tr>
<tr>
<td>Lambda on Marriage</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td></td>
<td>-0.171</td>
<td>0.016</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(Residual) Variances</th>
<th>(Residual) Variances</th>
<th>(Residual) Variances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 5</td>
<td>Model 5A</td>
</tr>
<tr>
<td></td>
<td>Estimate</td>
<td>Std. Error</td>
</tr>
<tr>
<td><strong>Participation (U-Part)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (iu)</td>
<td>2.527</td>
<td>0.094</td>
</tr>
<tr>
<td>Slope (su)</td>
<td>1.087</td>
<td>0.067</td>
</tr>
<tr>
<td>Quadratic Slope (qu)</td>
<td>0.104</td>
<td>0.017</td>
</tr>
<tr>
<td>Cubic Slope (cu)</td>
<td>fixed</td>
<td>na</td>
</tr>
<tr>
<td><strong>Frequency (Y-Part)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept (iy)</td>
<td>0.322</td>
<td>0.014</td>
</tr>
<tr>
<td>Slope (sy)</td>
<td>0.094</td>
<td>0.010</td>
</tr>
<tr>
<td>Quadratic Slope (qy)</td>
<td>0.060</td>
<td>0.010</td>
</tr>
<tr>
<td>Cubic Slope (cy)</td>
<td>0.009</td>
<td>0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Covariance*</th>
<th>Covariance*</th>
<th>Covariance*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iu with su</td>
<td>0.187</td>
<td>0.214</td>
</tr>
<tr>
<td>Iu with iy</td>
<td>0.858</td>
<td>0.816</td>
</tr>
<tr>
<td>Su with sy</td>
<td>0.274</td>
<td>0.272</td>
</tr>
<tr>
<td>Iy with sy</td>
<td>0.037</td>
<td>0.036</td>
</tr>
<tr>
<td>LL (df)</td>
<td>-40873.043 (45)</td>
<td>-40740.440 (52)</td>
</tr>
</tbody>
</table>

* For all three models 17 covariances were estimated. ** The growth process of participation and frequency were centered at age 24-26 to ease model convergence. *** All parameter estimates are significant on at least the .05 level.

na: not applicable
Figure 2: Predicted probability of conviction (u-part, Model 5)
Figure 3: Predicted frequency of conviction (y-part, Model 5)
Figure 4: Predicted conviction rate (rate = u*y, Model 5)
Figure 5: Predicted probability of conviction by gender and change in marriage status at age 25 (u-part, Model 5B)
Figure 6: Predicted frequency of conviction by gender and change in marriage status at age 25 (y-part, Model 5B).\textsuperscript{10}

The predicted number of offenses among non-married females at age 12-14 appears to be smaller than 1, which is due to rounding error.
Figure 7: Predicted conviction rate by gender and change in marriage status at age 25 (rate = u*y, Model 5B)
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