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Abstract—The phase locking index (PLI) was introduced to quantify in a statistical sense the phase synchronization of two signals. It has been commonly used to process biosignals. In this paper, we analyze the PLI for measuring the interdependency of cortical source signals (CSSs) recorded in the Electroencephalogram (EEG). The main focus of the analysis is the probability density function, which describes the sensitivity of the PLI to the joint noise ensemble in the CSS. Since this function is mathematically intractable, we derive approximations and analyze them for a simple analytical model of the CSS mixture in the EEG. The accuracies of the approximate probability density functions (APDFs) are evaluated using simulations for the model. The APDFs are found sufficiently accurate and thus are applicable for practical intents and purposes. They can hence be used to determine the confidence intervals and significance levels for detection methods for interdependencies, e.g., between cortical signals recorded in the EEG.

I. INTRODUCTION

THE Electroencephalogram (EEG) results as a mapping of brain signals into several channels. These channels are recorded by electrodes locate on the scalp or inside the brain. The EEG is widely used for brain monitoring. To date, EEG analysis is mainly based on visual inspection by human experts, since available signal-processing methods are not completely satisfactory for automated detection and diagnostics. Nevertheless, signal-processing methods can substantially complement visual inspection and help to make EEG analysis objective [1].

In this article we investigate a measure called the phase locking index (PLI), which belongs to nonlinear measures. The PLI emerged from theoretical studies of oscillating (chaotic) systems with couplings. It was developed to quantify in a statistical sense the phase synchronization of such systems from experimental data and, thereby, to characterize their coupling [2], [3].

The PLI (and its modifications) was already used for many types of biosignals such as: MEG and EMG [2], ECG, fMRI and EEG. For the EEG, it was mainly used in relation to epilepsy [4]-[6]. Furthermore, the PLI was used to obtain insights about anesthesia and migraine, and to assess differences in perception to music. A rationale of its use for EEG analysis is the experimental evidence suggesting that the brain network is partly oscillatory [7], [8]. The PLI perfectly fits to this ‘oscillatory’ view of the brain, since it is designed for such systems.

Although the PLI is widely used in EEG analysis, it has to our knowledge not been investigated thoroughly. Firstly, its sensitivity to noise and artifacts has not been shown analytically. However, the sensitivity has been assessed using simulations [9], [10]. Secondly, the influence of crosstalk between the sources through biological tissues of the head has not been evaluated. In addition, the practical use of the PLI is often based on ad hoc approaches. To date, use of the PLI in detection and classification methods requires empirically determined thresholds which are typically obtained from surrogate data analysis [10]. The accuracy and applicability of such methods is limited [11]. Furthermore, practical use of the PLI typically involves filtering and windowing of sampled signals. These operations may significantly affect the PLI and lead to misinterpretations of the EEG [12].

In this paper, we address the aforementioned issues through an analysis of the PLI as a measure of interdependency of cortical source signals (CSSs) using the EEG. The analysis pertains to a simple analytical model for the source mixture in the EEG. The model has two sources of signals with mutual crosstalk controlled by a parameter. The sensitivity of the PLI to noise and the number of samples in the signals, and to the amount of crosstalk between them can be described by the probability density function (PDF) of the (measured) PLI. The mean and variance, as well as all other statistics of the PLI can be computed from the PDF. Since the PDF for the PLI is not tractable analytically, we derive approximate probability distribution functions (APDFs) for the PLI.

Using APDFs, we analyze the mean and variance of the PLI for the model. The mean is associated with the
interdependency of the source signals and the variance characterizes statistical uncertainty of each single measurement. We evaluate the accuracy of the analytically obtained mean and variance by comparison with the mean and variance computed numerically using Monte Carlo simulations. The simulations show that the APDFs are sufficiently accurate for practical intents and purposes.

The APDFs, being analytically tractable, clearly expose the relation between the amount of noise, crosstalk and number of samples in the source signals and the measured PLI. The APDFs can be used to compute the significance levels for interdependencies and likelihoods for interdependency detection methods. The formulas for the APDFs are compact and readily applicable for practical use.

II. MODEL

A. Physiological Considerations

We investigate the PLI using a model for the CSS mixture in the EEG. To build the model, we use the following physiological considerations.

We assume that within each cortical area \( q \), neurons \( P_q \) can be partitioned into disjoint 2 subsets: \( P_q = P_{q_1} \cup P_{q_2} \). Neurons \( P_{q_1} \) function independently and generate spontaneous background signals that are different for different areas. We assume that the background signals for different areas are mutually independent and have the same power. Neurons \( P_{q_2} \) are involved in oscillatory coupling, e.g. through reciprocal connections with the thalamus, under control of the brain stem and forebrain modulatory systems [7]. The amount of neurons \( P_{q_2} \) for an area \( q \) depends on the coupling and is zero for uncoupled areas. Coupled neurons \( P_{q_2} \) are synchronized in their discharging time. Since the coupling is oscillatory, their joint signal is oscillatory as well and has a prominent spectral peak corresponding to fundamental frequency \( \tilde{f}_0 \). As with all characteristics of biological systems, \( \tilde{f}_0 \) may fluctuate in time. However, we assume that it remains within a subband of width \( \Omega \) for a given time period. Furthermore, we assume that the power spectrum of the background signal of \( P_{q_1} \) can be treated as approximately flat in this subband.

In order to extract signals corresponding to \( P_{q_2} \) and to analyze the interdependencies between areas \( q \), the EEG is typically bandpass filtered [6], [13]. Since the exact value of \( \tilde{f}_0 \) depends on the state of the brain and is a priori unknown, the EEG is typically decomposed into multiple overlapping subbands, e.g. each having bandwidth \( \Omega \). Signals in these subbands can be analyzed separately and then the results can be combined.

We assume that the main sources for the EEG are cortical areas located below the electrodes. Although each electrode reflects primarily a signal of a source located exactly below the electrode, crosstalk from other sources exists that is caused by propagation of their signals through biological tissues of the head in the form of electrical fields.

B. Analytical Model

The physiological considerations described above, motivate us to use the following analytical model.

1) Modeled CSSs

For each source \( q \), the CSS is modeled in a single subband of width \( \Omega \). This subband corresponds to a bandpass filtered EEG. Each modeled CSS contains a passband Gaussian noise signal, which mimics the background signal of \( P_{q_1} \), and may also contain a sinusoidal signal of frequency \( \tilde{f}_0 \), which mimics the oscillatory signal of \( P_{q_2} \). We denote the sampling frequency of the CSSs as \( \tilde{f}_s \) and the center frequency of the subband as \( \tilde{f}_c \).

Fig. 1. The transformation of a passband signal into a baseband equivalent signal. Only one period of the spectrum is shown.

In order to make the model mathematically more tractable, we use equivalent baseband signals (without any loss of generality). The transformation of a real-valued passband signal into its baseband equivalent signal is illustrated in Fig. 1 for the fundamental interval of the power spectrum.

Firstly, we remove all negative frequencies and double the amplitudes of the positive ones. The result is called the analytical signal and is typically obtained using the Hilbert transform. Secondly, all frequencies are shifted downwards so that center frequency \( f_c \) of the shifted subband becomes zero. This shift can be accomplished by multiplication of the
signal with a complex exponential. Thirdly, we perform downsampling by a factor of \( G = \tilde{f}_s / \Omega \), which is equivalent to changing the periodicity of the spectrum to a fundamental interval of width \( f_s = \tilde{f}_s / G = \Omega \), where \( f_s \) is the resampling frequency. As the result of this transformation, passband Gaussian noise in CSSs becomes complex-valued white Gaussian noise, denoted as \( n_q \), and the sinusoid becomes a complex exponential, denoted as \( s_q \), with different (shifted) frequency \( f_0 = \tilde{f}_0 - \tilde{f}_c \). It must be noted that the power and the amount of information in CSSs is fully preserved after the transformation.

The model for the CSS is described by the following formula:

\[
x_q[k] \triangleq \begin{cases} 
n_q[k], & \text{if source } q \text{ is uncoupled with any other source;} 
n_q[k] + s_q[k], & \text{if source } q \text{ is coupled with one or more other sources,}
\end{cases}
\]

where \( n_q[k] \) is a white Gaussian noise signal with mean 0 and variance \( \sigma^2(n_q) \), and

\[
s_q[k] \triangleq A_q e^{i(2\pi f_0[k]k + \theta_q)},
\]

where \( A_q > 0 \) is an amplitude, \( \theta_q \) is a phase shift, \( k = 1\ldots K \) is a discrete time index, and \( q = 1\ldots Q \) is a source index. We assume that signals \( n_q \) are mutually independent and have equal variance for all sources \( q \). For a source \( q \), we define the signal-to-noise ratio (SNR) in \( x_q \) as

\[
\text{SNR}_q \triangleq \frac{\langle x_q^2[k] \rangle_k}{\langle n_q^2[k] \rangle_k},
\]

where \( \langle \cdot \rangle_k \) means time-average. Without loss of generality, we set \( \sigma^2(n_q) = 1 \) for all \( q \). In this case, \( \text{SNR}_q \) can be changed by varying \( A_q \) in \( s_q \) and simplifies to:

\[
\text{SNR}_q = \begin{cases} 
0, & \text{if source } q \text{ is uncoupled with any other source;} 
A_q^2, & \text{if source } q \text{ is coupled with one or more other sources.}
\end{cases}
\]

Here we recall that signal \( s_q \) is present in \( x_q \) if and only if the source \( q \) is coupled with one or more other sources, see (1). We assume \( A_q \) to be a priori known in the model. This assumption is needed to analyze the sensitivity of the PLI to noise for different (a priori known) SNRs.

2) Mixing Model

Signals \( x_q \) are used in a model for the CSS mixture in the EEG. In Fig. 2, a block diagram is shown for the model. The model includes only two sources \( q = 1, 2 \) with mutual crosstalk, and is defined by the following formula:

\[
\begin{align*}
c_1[k] &\triangleq x_1[k] + \alpha x_2[k]; 
c_2[k] &\triangleq \alpha x_1[k] + x_2[k],
\end{align*}
\]

where \( c_q, \ q = 1, 2 \) are signals of the EEG channels, and constant \( \alpha \) determines the amount of crosstalk.

III. PHASE SYNCHRONIZATION AND THE PLI

The PLI was developed to quantify phase synchronization of oscillatory systems from experimental data. For signals, phase synchronization is typically measured in two steps: a) estimation of instantaneous phases of the signals, and b) statistical quantification of a phase relationship [2], [3].

For the first step, two common methods can be distinguished in the literature. These methods are the convolution of the signals with a complex wavelet, and the Hilbert transform. Both methods provide unambiguous complex-valued representations of the real-valued signals. The previously reported differences between these two methods are minor, and the methods were concluded to be equivalent for neuro-signals [14].

For a complex-valued signal \( c \), the instantaneous phase \( \phi \) can be obtained analytically as \( \phi = \text{Im}(\ln(c)) \). For two periodic signals \( c_1 \) and \( c_2 \) with fundamental frequencies \( f_1 \) and \( f_2 \) that are related as \( f_1 \approx f_2 \), phase synchronization can be described as a phase locking condition \( |\phi_1 - \phi_2| < C \), where \( C \) is some constant (see [3] for analytical justification and generalization for the case \( n_1 f_1 \approx m f_2 \), where \( n \) and \( m \) are some integers). Such synchronization may exist when the noise is negligible. If the noise is strong or if the signals are chaotic, large phase fluctuations and rapid \( 2\pi \) phase jumps (phase slips) may be observed and the condition may not be fulfilled. In this case, phase synchronization should be treated in a statistical sense [2].
was shown that the presence of a dominant peak in the distribution of the cyclic relative phase
\( \Psi \triangleq (\phi_1 - \phi_2) \mod 2\pi \) can be understood as a phase
synchronization in a statistical sense [2].

Several methods were proposed to quantify the distribution of \( \Psi \). We use the phase locking index (PLI) described in [2] since it is most widely used, see e.g. [4].

The PLI is defined as:
\[
\gamma \triangleq \left\langle e^{\imath \Psi} \right\rangle_k,
\]
where \( \left\langle \right\rangle_k \) means time average.

In case of strong synchronization between the signals, \( \gamma \) is close to one. If synchronization is weak, then \( \gamma \) has a small value. It should be noted that \( \gamma \) is sensitive only to the phase difference of the signals.

IV. RESULTS

A. Bandwidth and Effective Number of Samples

The bandwidth \( \Omega \) is an important parameter for EEG analysis. It determines the sampling frequency \( f_s = \Omega \) for equivalent baseband signals. Another relevant parameter is the duration of the EEG epoch, denoted by \( T \). Parameters \( T \) and \( \Omega \) together determine number of data samples \( K \) in the equivalent baseband signals: \( K = T f_s = T \Omega \). The larger number of samples in a real-valued passband signal carries no extra information, i.e. some of the samples are redundant. For instance, a single channel of a typical EEG epoch with \( T = 10 \text{s} \) and \( \Omega = 2 \text{Hz} \) and \( f_s = 100 \text{Hz} \) contains \( T f_s = 1000 \) samples, while an equivalent baseband signal contains only \( T \Omega = 20 \) samples. This redundancy of the passband signals may cause spurious detection of phase synchronization between signals [12].

B. Working SNR range

Signal processing methods are typically used to facilitate visual EEG analysis. It is useful to assess performances for the methods in a range of SNR values in CSSs that are relevant for visual analysis. In order to assess the bounds for this range we perform a simple experiment with physiological EEGs. We took two EEG signals: a signal recorded from a healthy person (resting with eyes opened) and a signal with clear spike-and-wave complexes recorded from an epileptic patient during a typical absence seizure. We use the first signal as the background activity and the second signal as the activity caused by oscillatory couplings. A human expert (an experienced neurologist) is asked to analyze visually mixtures of these signals with different SNR for the presence of any epileptic pattern (the SNR is defined by (3) for a subband of width \( \Omega = 2 \text{Hz} \).)

We found that the expert can visually distinguish the epileptic patterns starting from SNR = 8.5 dB and is confident about the type of the patterns starting from SNR = 12.5 dB. Thus, the range
\[
R_s = [8.5...12.5] \text{ dB}
\]
is considered to be of particular interest.

Since epileptic patterns corresponding to SNR < 8.5 dB are not assessable by visual inspection, signal processing methods can be very helpful to detect them. Epileptic patterns corresponding to SNR > 12.5 dB are obvious for a human expert. This, however, does not necessarily imply that they are easy to detect by signal processing methods.

C. Analytical Results

We analyze the probability density function (PDF) of the PLI for the CSS mixture model. Since the exact analysis is mathematically intractable, we use approximations.

1) No crosstalk

In Appendix, the analysis is performed for signals \( c_q, \ q = 1,2 \) of the model defined by (4) in the absence of crosstalk (i.e. \( \alpha = 0, c_q = x_q \) and for a sufficiently large number of samples \( K \). Two approximate PDFs (APDFs) of \( \gamma \) defined in (5), \( D_1(\gamma) \) and \( \hat{D}_1(\gamma) \), are derived for high SNR in \( x_q \). Furthermore, the exact PDF \( D_1 \) is derived for the special case \( SNR = 0 \).

The APDF \( D_1 \) involves two Gaussians and is shown below:
\[
D_1 = \frac{K}{\sigma_s \sqrt{2\pi}} \left( e^{-\frac{-(\gamma - \mu)^2}{2\sigma_s^2}} + e^{-\frac{-(\gamma + \mu)^2}{2\sigma_s^2}} \right), \ \gamma \geq 0,
\]
where
\[
\mu = e^{-\frac{\sigma_s^2}{2}}, \ \ \sigma_s^2 = \frac{1}{2} \left( 1 - e^{-\sigma_s^2} \right) \]
and
\[
\sigma^2(v) = \frac{\sigma^2(x_q)}{A_q^2} + \frac{\sigma^2(n_q)}{A_q^2}, \ \text{see Appendix for details.}
\]

It should be noted that \( D_1 \) is derived for \( A_q \gg \sigma^2(x_q), \ q = 1,2 \). However, by means of simulations we will show that \( D_1 \) is also a fair approximation for the case \( A_q - \sigma^2(x_q) \). Furthermore, \( \sigma_s^2 \) and \( \mu \) are mutually related as: \( \sigma_s^2 = \frac{1}{2} (1 - \mu^2) \).

A computationally efficient simplification of \( D_1 \) can be obtained that involves only one Gaussian:
\[
\tilde{D}_1 = \frac{K}{\sigma_s \sqrt{2\pi}} e^{-\frac{-(\gamma - \mu)^2}{2\sigma_s^2}}, \ \gamma \geq 0.
\]

This simplification can be made because the second Gaussian in (7) is small compared to the first one for \( A_q \gg \sigma^2(x_q) \). The mean and variance for the distribution \( \tilde{D}_1 \) can be computed using standard formulas for the normal distribution.
The PDF $D_2$ (no approximations are used, SNR = 0) is given by a Rayleigh distribution:

$$D_2 = 2K\gamma e^{-\gamma^2K}, \quad \gamma \geq 0.$$  \hspace{1cm} (9)

2) Crosstalk present

Let us now investigate how crosstalk between the sources affects APDFs $D_1$ and $\hat{D}_1$. For $\alpha > 0$, each signal $c_q$ of the model can be rewritten in the following way:

$$c_q = s_q + n_q + \alpha \left( s_p + n_p \right),$$  \hspace{1cm} (10)

where $\hat{s}_q \triangleq s_q + \alpha s_p$ is an oscillatory component with the same frequency as $s_q$ but different amplitude and phase, and $\hat{n}_q \triangleq n_q + \alpha n_p$ is a white Gaussian noise signal with $\mu = 0$ and $\sigma^2 = \sigma^2(n_q) + \alpha \sigma^2(n_p)$, $p = 1, 2, q = 1, 2, p \neq q$. It can be shown that in this case $\sigma^2(v)$ (used for $\mu$ and $\sigma^2$ in (7) and (8)) is $\sigma^2(v) = \frac{\sigma^2(\hat{n}_q)}{A_1^2} + \frac{\sigma^2(\hat{n}_q)}{A_2^2}$. Thus, (10) and the (A)PDF together expose the sensitivity of the PLI to the amount of crosstalk between the signals.

The (A)PDFs $D_1$, $\hat{D}_1$, and $D_2$ describe the PLI statistically, i.e. the mean and variance as well as other statistics of the PLI can be obtained from them for given SNR and $K$. In order to assess the accuracy of the functions, we compare the mean and variance obtained analytically from (7)-(9) with the mean and variance obtained numerically using Monte Carlo simulations with 1000 realizations of $x_q$. For this comparison, we fix $K = f_f = 20$, the choice of which corresponds to a typical bandpass filtered signal of ten seconds length, see Section IV-A. For larger values of $K$, however, the accuracy is improved. The SNR range used for the comparison is SNR $\in [-20...20]$ dB. The lowest SNR = –20 dB corresponds to e.g., the very onset of a focal epileptic seizure. The highest SNR = 20 dB corresponds to e.g., spike-and-wave patterns of a generalized epileptic seizure, when the amplitudes of the patterns can substantially exceed the amplitudes of the spontaneous background signal. Intermediate values of SNR cover most other cases including the range $R_s$ defined by (6). For simplicity we use equal SNR for both sources. We take $f_f = 100$ Hz and $f_s = f_f = 2$ Hz, which is a commonly used bandwidth for EEG analysis [4], [13]. Furthermore, we assume that $f_0 = 10$ Hz and $f_s = 9.5$ Hz in the passband CSSs, which are some typical values for the EEG. The corresponding frequencies in baseband signals $x_q$ are $f_0 = 0.5$ Hz, $f_s = 0$ Hz, see Section IV-B. As mentioned in Section III, the PLI is insensitive to phases $\theta_q$ in signals $s_q$. Therefore, we let phases $\theta_q = 0$.

The results are shown for the mean of the PLI in Fig. 3a and for the variance in Fig. 3b, for the case $\alpha = 0$. The accuracy of the APDFs for other values of $\alpha$ is qualitatively very similar. It can be seen from the figures that the mean and variance derived from $D_1$ and $\hat{D}_1$ are accurate for SNR above 10 dB and at least fairly good for SNR above –5 dB. We remark that $\hat{D}_1$ is significantly different from $D_1$ only for SNR < –7 dB. It can also be seen from Fig. 3 that $D_2$ accurately describes the mean and variance for SNR < –12 dB. Furthermore, we remark that within the SNR range $R_s$ (6), the mean and variance are accurately described by $D_1$ as well as $\hat{D}_1$. For a typical epoch length of ten seconds, we note that the variance is much smaller compared to the mean.

![Fig. 3](image-url) A comparison of the analytically and empirically computed (a) mean and (b) variance of the PLI. Solid curves correspond to results of simulations, dashed curves are obtained using $D_1$, dash-dotted curves are based on $\hat{D}_1$, and horizontal solid lines correspond to $D_2$.

The range $R_s$ is shown by vertical lines.

V. DISCUSSION AND CONCLUSION

One of the measures used widely for EEG analysis is the phase locking index (PLI). Its usefulness has been confirmed experimentally, at least for some EEGs [6], [4]. In this article, we analyze the PLI as a measure of interdependency of cortical source signals (CSSs) recorded in the EEG. We analyze the PLI on a theoretical base. The main objective of the analysis is to derive the probability density function (PDF) of the (measured) PLI that describes sensitivity of the PLI to noise and the number of samples in the CSSs, and to the amount of crosstalk between them. Since the PDF is mathematically intractable, we derive and analyze its approximations (APDFs) for a model of CSSs mixture in the EEG.
In order to build a simple and efficient model, we show that passband signals, which are typically used in EEG analysis, are equivalent to baseband signals with lower sampling frequency and thus fewer samples within the same time interval. Since the baseband signals are analytically more tractable, they are used in the model. Furthermore, the correspondence between passband and baseband signals exposes the relation between the bandwidth and the effective number of samples in the passband signals—an issue which is sometimes overlooked in the (EEG-related) literature.

Approximate probability density functions (APDFs) are derived (7)-(9) that expose the behavior of the PLI for different amounts of noise in the modeled source signals and the epoch length. It is found that APDFs accurately approximate the mean and variance of the PLI for a wide range of SNR in the signals, including the range $R_c$ that is relevant for visual analysis of epileptic EEGs. The APDFs can be used to determine the confidence intervals and significance levels for interdependency detection methods.

We notice that our analysis of the PLI is limited to sinusoidal linearly interdependent signals in the presence of additive Gaussian noise. This substantially simplifies the analysis, and facilitates interpretation of the results. However, the PLI was developed for more complex signals including chaotic ones. We do not use prior information about the signals in the simulations and it is likely that results of the analysis carry over to other (more complex) signals as well.

VI. APPENDIX

Let us analyze the sensitivity of the PLI to the white additive Gaussian noise in the input signals:

$$c_q[k] = s_q[k] + n_q[k] = A_q e^{i\theta_q[k]} + B_q e^{i\phi_q[k]}$$

where $s_q[k] = A_q e^{i\theta_q[k]}$ is an exponential signal with phase $\phi_q[k] = 2\pi k f_s / f_s + \theta_q$, and $n_q[k] = B_q e^{i\phi_q[k]}$ is some white additive Gaussian noise with mean 0 and variance $\sigma^2(n_q)$, $f_s$ is the sampling frequency, $A_q, B_q, f_s, \sigma \in \mathbb{R}^+$, $\theta_q, \phi_q \in \mathbb{R}$, $k = 1...K$, $q = 1, 2$. For the sake of simplicity, we omit the time index $k$ in the following formulas. We note that this signals correspond to the signals of the CSS mixture model described by (4) with $\alpha = 0$, i.e. without crosstalk.

Our objective is to find the probability density function (PDF) for the PLI computed for $c_q$. Since the exact PDF appears mathematically intractable for the general case, we use approximations. We proceed as follows. First we derive an approximate PDF (APDF) $D_1$ and a computationally more efficient APDF $\hat{D}_1$ for the case $A_q \gg \sigma^2(n_q)$. Then we derive a PDF $D_2$ for the special case $A_q = 0$. The accuracies of $D_1$, $\hat{D}_1$ and $D_2$ are evaluated in Section IV-C.

Mathematically, the phase of any non-zero complex number $c$, denoted as $\angle c$, equivalently can be computed as $\text{Im}\left(\ln(c)\right)$. Therefore, it follows that:

$$\angle c_q = \text{Im}\left(\ln(c_q)\right) = \text{Im}\left(\ln\left(A_q e^{i\theta_q} + B_q e^{i\phi_q}\right)\right) =$$

$$\text{Im}\left(\ln(e^{i\theta_q}) + \ln(A_q) + \ln\left(1 + \frac{B_q}{A_q} e^{i(\phi_q - \theta_q)}\right)\right) =$$

$$\phi_q + \angle\left(1 + v_q\right),$$

where $v_q \equiv B_q / A_q e^{i(\phi_q - \theta_q)}$ is some modified noise with distribution $N\left(0, \sigma^2(v_q)\right)$, where $\sigma^2(v_q) \equiv \sigma^2(n_q) / A_q^2$. We notice that the variance $\sigma^2(v_q)$ is the inverted SNR in the signal $c_q$, and $\sigma^2(v_q) \ll 1$ since $A_q \gg \sigma^2(n_q)$.

Since $\sigma^2(v_q)$ is small, $\angle(1 + v_q)$ can be approximated by Taylor expansion as

$$\angle(1 + v_q) = \text{Im}\left(\ln(1 + v_q)\right) \approx \text{Im}(v_q) + O(v_q).$$

Ignoring high order terms, $\angle(1 + v_q)$ is distributed as

$$N\left(0, \frac{\sigma^2(v_q)}{2}\right)$$

assuming that the real and imaginary parts of $v_q$, and therefore of $v_q$, have the same variance.

Now we can write the phase difference of two signals $q = 1, 2$ as:

$$\angle c_1 - \angle c_2 = \angle\phi + \angle(1 + v_1) - \angle(1 + v_2) \approx$$

$$\angle\phi + \text{Im}(v_1) - \text{Im}(v_2) = \angle\phi + \nu,$$

where $\nu \equiv \text{Im}(v_1) - \text{Im}(v_2)$ is approximately Gaussian $N\left(0, \sigma^2(\nu)\right)$, and $\sigma^2(\nu) = \sigma^2(v_1) + \sigma^2(v_2)$ because $\text{Im}(v_1)$ and $\text{Im}(v_2)$ are independent.

Now let us consider the PLI for the signals $c_1$ and $c_2$ as defined by (5): $\gamma = \left|\left\langle e^{i(\phi_1 - \phi_2)}\right\rangle\right|$, where $\left\langle \cdot \right\rangle$ denotes the average over time. According to the approximation (12):

$$\gamma \approx \left|\left\langle e^{i(\phi_1 + \nu)}\right\rangle\right| = \left|\left\langle e^{i\phi_1}\right\rangle\right|. \quad 12$$

Let us denote $r \equiv e^{i\phi_1}$ for convenience. Since $\left\langle r \right\rangle$ is computed by averaging of a large data set $r$, we may apply the Central Limit Theorem. The Central Limit Theorem (CLT) states that for sufficiently large size of data $K$, $\left\langle r \right\rangle$ approaches the normal distribution $N\left(\mu(r), \frac{\sigma^2(r)}{K}\right)$, or
equivalently \( \langle r \rangle \approx \mu(r) + \omega \), where \( \omega \) is \( N\left(0, \frac{\sigma^2(r)}{K}\right) \).

We omit index \( r \) for \( \mu(r) \) and \( \sigma^2(r) \) in formulas below for convenience.

It can be shown that \( \text{Re}(\mu) = e^{\frac{\pi \sigma^2}{2K}} \) and \( \text{Im}(\mu) = 0 \). We denote the real and imaginary parts of \( \omega \) as \( \omega_r \) and \( \omega_i \), respectively, and the variances of them respectively as \( \sigma^2_r / K \) and \( \sigma^2_i / K \). In order to simplify computation of \( \gamma \approx \langle r \rangle \) we will use an approximation \( \langle r \rangle \approx |\mu + \omega_r| \) which we will justify shortly for \( \sigma^2(r) \ll 1 \). Given that the distribution of \( v \) is \( N\left(0, \sigma^2(v)\right) \), the following expressions can be obtained:

\[
\begin{align*}
\sigma^2_r & \approx \text{E}\left(\text{Re}^2(r)\right) - \text{E}\left(\text{Re}(r)\right)^2 = \frac{1}{2}(1 - e^{-\sigma^2(v)})^2 ; \\
\sigma^2_i & \approx \text{E}\left(\text{Im}^2(r)\right) - \text{E}\left(\text{Im}(r)\right)^2 = e^{-\sigma^2(v)} \sinh(\sigma^2(v)).
\end{align*}
\]

It should be noted that due to a non-linear transformation of input noise \( v \), \( \sigma^2_r \neq \sigma^2_i \), i.e. the noise is unequally distributed among the real and imaginary parts of \( r \).

Now, we can write:

\[
\gamma \approx \langle r \rangle = |\mu + \omega_r + j\omega_i| = \sqrt{\left(\mu + \omega_r\right)^2 + \omega_i^2}.
\]

Furthermore, \( (\mu + \omega_r)^2 \gg \omega_i^2 \) since \( \sigma^2(v) \ll 1 \) that justifies the approximation \( \langle r \rangle \approx \sqrt{\left(\mu + \omega_r\right)^2} = |\mu + \omega_r| \).

Therefore, \( \langle r \rangle \approx \mu + \omega_r \) and is approximately

\[
\langle r \rangle \sim N\left(\mu, \frac{\sigma^2}{K}\right). \quad (14)
\]

Recalling that \( \gamma \approx \langle r \rangle \), we can obtain APDF for \( \gamma \) denoted as \( D_\gamma \) as a sum of two Gaussians that are (14) and its reflection with respect to the ordinate axis \( N\left(-\mu, \frac{\sigma^2}{K}\right) \).

The APDF \( D_\gamma \) is presented by (7).

Furthermore, a simplification of \( D_\gamma \) can be obtained which involves only one Gaussian (14), and is presented by (8).

Let us analyze the case \( A_q = 0 \) (4), i.e. when the exponential signals \( s_q \) are absent. In this case, \( \mu = 0 \) and \( \sigma^2 = 1 \). The distribution of \( \langle r \rangle \) follows immediately from the CLT: \( \langle r \rangle \sim N(0, 1/K) \). Finally, the PDF of \( \gamma = \langle r \rangle \) is known as Rayleigh distribution with the parameter \( b^2 = \frac{1}{2K} \), assuming that the real and imaginary parts are independent. This distribution is presented by (9). For this distribution, \( \mu = b \sqrt{\frac{\pi}{2K}} = \sqrt{\frac{\pi}{2K}} \) and \( \sigma^2 \approx 4 - \pi b^2 = 4 - \pi \frac{1}{2K} \).

As shown in Section IV-B, \( D_\gamma \), \( D_1 \), and \( D_2 \) can also be utilized in the presence of crosstalk, i.e. for \( \alpha > 0 \).
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