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Abstract—Hidden Markov models are frequently used in handwriting-recognition applications. While a large number of methodological variants have been developed to accommodate different use cases, the core concepts have not been changed much. In this paper, we develop a number of datasets to benchmark our own implementation as well as various other tool kits. We introduce a gradual scale of difficulty that allows comparison of datasets in terms of separability of classes. Two experiments are performed to review the basic HMM functions, especially aimed at evaluating the role of the transition probability matrix. We found that the transition matrix may be far less important than the observation probabilities. Furthermore, the traditional training methods are not always able to find the proper (true) topology of the transition matrix. These findings support the view that the quality of the features may require more attention than the aspect of temporal modelling addressed by HMMs.

Keywords—Hidden Markov Models; State-transition probabilities; Baum-Welch; Benchmark

I. INTRODUCTION

In 1989, Rabiner published the seminal work[1] on hidden Markov models (HMMs), with applications in speech recognition. Since then, HMMs have been used in other domains as well, such as segmenting gene sequences[2] and handwriting recognition[3], [4]. In this paper, we will discuss the applications in this last domain and HMMs in general.

There is a large number of variations of the regular HMMs that Rabiner wrote about, ranging from pseudo 2D-HMMs[5], to truly 2D-HMMs (Markov random fields)[6] and explicit duration modelling[7], to nested HMMs[8] and many more. In the core, these variations are still HMMs, usually trained using the Baum-Welch algorithm. When the data is already labelled with hidden states, however, the transition probability matrix can be modelled directly, without using the potentially more unpredictable EM-based approach. This is the case in segmenting gene sequences with profile HMMs[2] for example, using many pattern heuristics to identify state-transitions in the sequence.

The overall HMM architecture (e.g., determining the number of states, transition matrix topology and integrating it into a larger framework) requires a lot of human effort. However, to our knowledge, no real benchmark has been proposed to test algorithm variants of HMM implementations. In section II, we will discuss how such a benchmark can be constructed. It will not only provide a way to compare results, but also allow one to determine the difficulty of a particular dataset.

The goal of this paper is to investigate the core of HMMs. HMMs consist of three main components: the initial state probability distribution (\( \pi \)), the transition probability matrix (A) and the observation probability functions (B). While the role of the initial state probability distribution is known to be of relatively small importance (especially in left-right topologies such as Bakis, since these models always start in the first state), it is hard to find concrete information on the relative importance of the transition and observation probabilities for optimal performance in the literature.

Artières et al.[9] mention in passing the importance of the observation probabilities over the transition matrix. However, the study does not provide further information. Therefore, in section IV an experiment is presented to gain a better insight in the importance of the transition matrix. It will show that, indeed, the observation probabilities are very important. The implications of this observation and the consequences for using HMMs as a paradigm in handwriting recognition are discussed in the final section.

We will show, using generated data, that it is very difficult for the Baum-Welch algorithm to find the correct topology of the underlying Markovian process. By generating data according to a known Markov process with very specific properties (namely a left-right HMM), we know which properties the ergodic model, initially without any restrictions, should get after training. We can now show that the explicitly coded left-right topology is not found by an ergodic model. See also [10] for a discussion of the brittleness of EM algorithms.

Finally, we show that, surprisingly, removing the temporal information from an HMM does not necessarily have a large impact on performance in a real-world problem.

II. BENCHMARK

We will run some experiments using our own implementation as well as other HMM toolkits on a generated data set as a benchmark. It is hard to find a proper HMM benchmark for discrete, one dimensional data that has a gradual scale of increasing difficulty. The dataset that was generated for this purpose has varying degrees of symbol lexicon overlap between classes, making the completely overlapping set most difficult and the dataset with the largest between-class distance.
least difficult. This is useful for comparing performances between runs on different feature methods, having the ability to attach a 'difficulty index' to each.

The generated data contains 100 classes, each class consists of generated transition and observation matrices. The transition matrix is a randomly\(^1\) initialised Bakis model with \(N_{\text{states}} = 10\) states, which is appropriate for variable duration modeling of left-right symbol sequences. The observation probability functions, with \(N_{\text{symbols}} = 20\) symbols, are also instantiated randomly. The topology was chosen as Bakis in this benchmark. Most HMM implementations do not have restrictions on topology, except the dHMM framework (which uses a fixed, hard-coded Bakis structure). See also section III for more details on different topologies.

The gradual scale of difficulty is achieved by having multiple data sets with a varying degree of separability in symbol space. Concretely, this means that there is an overlap in lexicons between classes. A separability of \(\delta\) of a dataset is defined by the following equation:

\[
L_1 = \{1 \ldots N_s\} \\
L_i = \{L_{i-1,0} + \delta \ldots L_{i-1,0} + \delta + N_s\}
\]

Where \(\delta\) is the separability, the \(L_i\) is the lexicon, the set of symbols, to be used for class \(i\), \(L_{i,j}\) is the \(j\)th element of \(L_i\) and \(N_s\) is the size of the lexicon, i.e., number of symbols per class. A separability of \(\delta = 0\) is the most difficult case, because all classes share the same set of symbols: \(L_1 = L_2 = \{a, b, c\}\). A separability of \(\delta = 1\) means that between classes, one symbol is not re-used in the next class: \(L_1 = \{a, b, c\}\) and \(L_2 = \{b, c, d\}\), and so on. With more separation than symbols, a gap between the symbols is present: A dataset with \(L_1 = \{a, b, c\}\) and \(L_2 = \{e, f, g\}\) has a separation of \(\delta = 4\).

In this section, we will show the results of running several HMM frameworks on the generated datasets. We test the popular HTK tool kit, which is well known in speech recognition\cite{11}; GHMM, developed mainly for bio-informatics applications\cite{12}; a framework developed by Myers and Whitson\cite{13}, dubbed dHMM here, mainly for discrete Bakis models for automatic speech recognition; and finally our own framework, developed from scratch to review in great detail the algorithmic details of HMMs, dubbed jpHMM. We also use the HTK toolkit together with the \texttt{hinit} tool to have a better initialised model, compared to random initialisation.

The benchmark datasets in this paper are all synthesized and discrete. Also, the duration of the sequences is limited. This means that the results of the current study can not directly be compared to all possible applications. However, there is no fundamental limitation on sequence length, or number of states. This can be addressed in future releases of the benchmark. For some applications and features, continuous observation modelling is beneficial\cite{14}, while for other applications and feature methods, discrete observation modelling is still very relevant\cite{15}. In order to study the core details of HMMs, using discrete observations is interesting, since its modelling is almost trivial. Common techniques to use discrete models on continuous data are vector quantization\cite{16}, k-means clustering, or self-organizing maps (see also section IV).

The generated datasets have a separability of \(\delta \in \{0, 1, 2, 3, 5, 10, 20\}\). The number of states is \(N_{\text{states}} = 10\), \(N_{\text{symbols}} = 20\), the length of each sequence is \(|O| = 10\) observations, yielding effectively an artificial stochastic language with 10-letter words. We have generated 100 classes with 300 sequences each. We trained models from each toolkit on all classes, and performed classification based on the most likely model for an instance.

**Results** The classification performances on the seven datasets are reported in Table I, showing that all implementations perform roughly equally well, which is to be expected. However, we can also see the relation between benchmark difficulty, the separability \(\delta\) and classification performance for five HMM implementations. From a separability of about \(\delta = 5\) onward (for a dataset with \(N_{\text{states}} = 10\) and \(N_{\text{symbols}} = 20\)) classification becomes very accurate.

<table>
<thead>
<tr>
<th>Separability ((\delta))</th>
<th>(\text{jpHMM})</th>
<th>(\text{dHMM})</th>
<th>(\text{GHMM})</th>
<th>(\text{HTK})</th>
<th>(\text{HTK-hinit})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1% (± 0.01)</td>
<td>1% (± 0.01)</td>
<td>1% (± 0.01)</td>
<td>1% (± 0.01)</td>
<td>1% (± 0.01)</td>
</tr>
<tr>
<td>1</td>
<td>41% (± 0.46)</td>
<td>40% (± 0.46)</td>
<td>37% (± 0.46)</td>
<td>41% (± 0.46)</td>
<td>41% (± 0.46)</td>
</tr>
<tr>
<td>2</td>
<td>66% (± 0.38)</td>
<td>64% (± 0.38)</td>
<td>61% (± 0.38)</td>
<td>66% (± 0.38)</td>
<td>66% (± 0.38)</td>
</tr>
<tr>
<td>3</td>
<td>81% (± 0.10)</td>
<td>78% (± 0.10)</td>
<td>76% (± 0.10)</td>
<td>80% (± 0.10)</td>
<td>80% (± 0.10)</td>
</tr>
<tr>
<td>5</td>
<td>95% (± 0.25)</td>
<td>93% (± 0.25)</td>
<td>92% (± 0.25)</td>
<td>94% (± 0.25)</td>
<td>94% (± 0.25)</td>
</tr>
<tr>
<td>10</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
</tr>
<tr>
<td>20</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
<td>100% (± 0.00)</td>
</tr>
</tbody>
</table>

\(\delta\) is the size of the lexicon, i.e., number of symbols per class. A separability of \(\delta = 0\) is the most difficult case, because all classes share the same set of symbols: \(L_1 = L_2 = \{a, b, c\}\).

\(^1\)Using the default python module random, which uses a Mersenne twister pseudorandom number generator.
initialisation step is very important due to the possibility of ending up in a local maximum, and the ‘random’ method is therefore very brittle, requiring human supervision.

As a first experiment to examine the transition matrix, we generate artificial data again. This has the advantage that we explicitly know the properties of the transition matrix. The specific property that we are interested in, currently, is the topology of the model. The topology is the shape of the transition matrix and there are a number of topologies possible. The most well-known is the Bakis topology, which is a left-right model that defines for each state two transition probabilities: to the current state and to the next state. Another topology is the Ergodic topology, which puts no a-priory restrictions on the transition probabilities: every state has a (possible) transition to every state (including itself). See Fig. 1 for an graphical representation of these topologies. A variant of Bakis, that has the ability to skip a state by also having a transition probability from $S_i$ to $S_{i+2}$, was left out for brevity.

The experiment is set up as follows: a model is created by randomly initialising a Bakis topology with $N = 20$ states ($L = 20$ symbols). After generating 300 instances of 40 observations long with this topology, a fully Ergodic model is trained on these instances. The resulting transition matrix is examined: has it learned the fact that we used a Bakis topology to generate the training data? To be fair, we shuffle the states in the trained model to have the smallest $\chi^2$ distance to the original model. The found hidden state $S_1$ in the trained model does not have to be state $S_1$ in the generating model, after all.

**Results** The original, generated model and the learned ergodic model can be visually inspected in Fig. 2. The transition matrix is converted to an image by taking the state-transition probability and coding it into a grey-scale colour: a probability of 0 is rendered as white, while a probability of 1 is rendered as black. From these figures, we can see that the Bakis topology has a diagonal structure: a probability from state $S_i$ to $S_i$ and to state $S_{i+1}$. The learned, ergodic model does not show a diagonal structure at all, even though we shuffled the matrix to have the smallest $\chi^2$ distance to the generated Bakis model. The learned model is significantly different from the generated Bakis model ($p \ll 0.0001, \chi^2 = 27863, 19$ degrees of freedom), using a contingency table test on the transition frequencies$^2$.

From this observation we could conclude that it is difficult to learn the topology of an underlying Markov process. We performed two similar experiments to verify this finding (this time with $N = 10$ states because of compute time constraints). The first variation was done by averaging over several learned models. This is realised by generating ten Bakis models, generating 300 sequences per model and train an ergodic model on each set of sequences. The models are shuffled and averaged, and visualised in Fig. 3. Although we are not aware of this extensive procedure being done in the literature, it appears to be useful to see whether a diagonal pattern can be found, on average, even when it is difficult to see in a single model.

It is well known that one requires a large set of training sequences to estimate the right model. We used this idea in another method of trying to find the underlying Bakis structure using an ergodic model. Instead of averaging over ten models, we now use ten times as much data. This gives the training algorithm more data to learn the structure from. Fig. 4(b) shows the results of estimating the topology from 3000 sequences, that were generated using the model shown in Fig. 4(a).

Both Fig. 3 and 4 show that trying really hard to force an ergodic model to find the Bakis structure can result in a slight tendency towards a diagonal structure under highly artificial training conditions. The desired diagonal probabilities are present in the learned ergodic models, but the off-diagonal probabilities are abundant in these models as well. From the diagonals, the self-recurrent state-transition probabilities are most pronounced. This shows that it may be very difficult to find the underlying structure of a Markov process using the Baum-Welch algorithm (given the specific parameters). From this and pilot studies, we conclude that it is less difficult to find a diagonal structure for $N = 10$ states than for $N = 20$ (which is more common). We will verify this in a future study.

**IV. THE IMPORTANCE OF TEMPORAL MODELLING**

We are also interested in what happens when we remove the temporal information from the transition matrix. This means that we create a flat topology: all transition probabilities are equally probable: $a_{ij} = 1/N$, where $N$ is the number of states. During training, the transition matrix will continuously be made uniform (i.e., flat) in each iteration. This is necessary because the observation probabilities may no longer be correct when adjusting the transition probabilities after training. The flat topology can be viewed as an orderless “bag of states”. We will now compare how well models with this topology compare to models with a Bakis or ergodic topology.

In this experiment we train an HMM on discrete features, extracted from handwritten word images. The dataset uses a single handwritten book from the collection of the Dutch National Archives[18]. We use two features: fragmented connected component contours ($FCO^3$) and a sliding window.

$^2$The Kolmogorov-Smirnov test cannot be used since there is no meaningful univariate axis to integrate the probabilities[17].
both quantized using a Kohonen self-organizing feature map (SOFM)\cite{19}.

For the $FCO^3$ feature, the image is broken up into a sequence of fragmented connected component contours\cite{20}. Each of these contours is then quantized into a discrete index of a SOFM of $70 \times 70$ nodes. This means the lexicon consists of 4900 symbols. We have selected 130 classes with at least 51 training instances, with a total of 30,869 labelled instances. Because the average length of the words was 4.4 $FCO^3$ observations, the number of states was chosen to be 3.

The second feature is extracted using a sliding window of 4 by 51 pixels, centered around the centroid of black pixels over the entire word zone. The SOFM for this feature, with 25 $\times$ 25 nodes, was a lot smaller than the $FCO^3$ feature map, due to time constraints. Centering around the centroid with a height of 51 pixels means that the outstanding sticks and (partial) loops of ascenders and descendents are still preserved, while reducing the size of the image considerably. We limited the number of classes in the experiments with this feature to 20, with a total of 4928 labelled instances. The average length of observation sequences for the sliding window feature was 65.9 observations, which led us to use $N = 27$ states\footnote{The increase in number of states is most likely the reason for the increased time necessary for training}.

For classification, an HMM $\lambda$ is first trained on the instances of each class, and then classification can be performed using $\arg\max_{\lambda \in \Lambda} \log P(O|\lambda)$, where $\Lambda$ is the set of all trained models and $O$ is the test sequence. To investigate the role of the state-transition probabilities, we perform the experiments with three topologies: Bakis, ergodic and flat, which is the topology where all transition probabilities are equally probable. We perform the experiments on both features using 7-fold cross validation, with our own implementation, jphmm.

**Results**

The results are summarised in Tables II and III. We can see that the results of classification with the $FCO^3$ feature are very close together (and not statistically significant, with ANOVA, $p > 0.05$). There is a significant difference in the classification performance using the sliding window feature (ANOVA, $p < 0.001$), but the drop in performance is not as dramatic as would be expected from the removal of temporal information in the Markov paradigm.

Please note that the HMMs were used as a measurement tool to find differences between transition models. They have an average performance, avoiding ceiling effects. Also, the $FCO^3$ feature is a feature developed for writer identification, not handwriting recognition per-se. The sliding window feature could be fine-tuned further by changing the size of the Kohonen map, the window, the number of states, etc. In this experiment we are interested in evaluating HMM topologies, not in maximising the recognition performance.

**V. Discussion**

We set out to reevaluate hidden Markov models, by creating a benchmark for discrete HMMs, and running experiments to investigate the importance of the transition matrix.

Using the benchmark, we found that for discrete observations, all common HMM tools have similar performances.
TABLE II: Results of the $FCO^3$ experiment. Performances reported are averages over 7 folds, with 130 classes and at least 51 instances per class in the training set. As can be seen, all topologies perform around 60%. Flat models do not perform significantly worse.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Classification performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bakis</td>
<td>59.9% ± 0.9</td>
</tr>
<tr>
<td>Ergodic</td>
<td>59.5% ± 0.9</td>
</tr>
<tr>
<td>Flat</td>
<td>59.1% ± 0.8</td>
</tr>
</tbody>
</table>

TABLE III: Results of the sliding window experiment. Performances reported are averages over 7 folds, with 20 classes and at least 51 instances per class in the training set. Differences between the topologies are statistically significant ($p < 0.001$) although the difference between the flat and ergodic topologies is not as dramatic as expected.

<table>
<thead>
<tr>
<th>Topology</th>
<th>Classification performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bakis</td>
<td>75.2% ± 2.0</td>
</tr>
<tr>
<td>Ergodic</td>
<td>78.5% ± 1.2</td>
</tr>
<tr>
<td>Flat</td>
<td>71.1% ± 1.3</td>
</tr>
</tbody>
</table>

Furthermore, we can now measure the difficulty of discrete data, by comparing the performances of discrete HMMs with the performances of the benchmarks with different degrees of difficulty. In the future we want to extend the current study with continuous density HMMs as well.

While it is barely presented in the literature, the fact that the transition matrix is of a smaller importance than the observation probabilities is well known from personal communications at, e.g., conferences. We have done two experiments to establish the importance of the transition matrix, and found that indeed the observation probabilities have a large impact on recognition performance. The results of these experiments showed that (a) it is hard to learn the correct, known topology of the underlying Markov process and (b) that classification with the temporal information removed from the HMMs can also result in reasonably performant classifiers.

Regarding (a), it appears that the Baum-Welch training method is not very reliable to estimate the underlying transition structure in the data. As noted in [10], EM is brittle and very sensitive to the initialisation process. We have shown that the Baum-Welch method was unable to find the Bakis topology from generated data when initialised as a full Ergodic model. We have previously studied initialisation of models to prevent local maxima[21], but this still requires a lot of human modelling effort, specifically for each problem variant.

Regarding our finding (b), that classification with temporal information removed can result in performant classifiers, we believe that the observation probabilities are very important. This supports our view that the quality of the features may require more attention than the aspect of temporal modelling. From a more scientific point of view, it is still a challenge to adapt the Baum-Welch estimation algorithm to correctly estimate the Markov parameters of an observed sequential process.

Even though these findings expose limitations of HMM and its training procedure, the fact that recognition performance is not degraded dramatically when removing temporal information from HMMs implies that dynamic programming (i.e., the operational stage) is a strong principle. Also, the Markov assumption remains appealing from a theoretical perspective. Given these considerations, we feel 1) that it may be misleading to stress the hidden aspect of HMMs, because of the relatively minor role the hidden states play in achieving good performance, 2) the Baum-Welch algorithm should be replaced with a less brittle method, and 3) although the HMM principles mentioned above are strong, there are many tricks of the trade, that are not treated well in literature (see also the Appendix).
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Rabiner leaves out the full steps to compute $\hat{\beta}_t(i)$. We can use the following (also from Rahimi):

\[
\hat{\beta}_T(i) = \beta_T(i)
\]

\[
\hat{\beta}_t(j) = \sum_{i=1}^{N} a_{ij} \beta_{j+1}(O_{t+1}) \hat{\beta}_{t+1}(i)
\]

\[
\hat{\beta}_t(i) = c_t \hat{\beta}_t(i)
\]

We can express the probability of a sequence given a model using $P(O|\lambda) = \frac{1}{\sum_{k=1}^{K} c_T^k}$, but since this is also a product of probabilities, we are better off using the sum of log probabilities: $log[P(O|\lambda)] = - \sum_{t=1}^{T} \log c_t$.

### Multiple observation sequences of variable duration

While implementing the reestimation formulae for multiple observation sequences of variable duration, we ran into the problem of requiring $P(O^{(k)}|\lambda)$, where $O^{(k)}$ is the $k$th observation sequence. We can no longer compute this, because we now use log-probabilities. However, we can rewrite these formula to no longer use $P(O^{(k)}|\lambda)$. The full derivations are left out, but are essentially the same as those by Rahimi. We will also show the reestimation formula for $\pi$, because both Rabiner and Rahimi do not mention it. They assume a strict left-right model, such as Bakis, where $\pi_1 = 1$ and $\pi_i = 0$ for $i \neq 1$.

We will use the following equalities:

\[
\prod_{s=1}^{t} c_s^k = C_t^k
\]

\[
\prod_{s=t+1}^{T_k} c_s^k = D_{t+1}^k
\]

\[
\prod_{s=1}^{T_k} c_s^k = C_T^k
\]

\[
\prod_{t=1}^{T_k} c_t^k = \frac{1}{C_T^k} = P(O^{(k)}|\lambda)
\]

where $c_t^k$ is the scaling factor $\frac{1}{\sum_{j=1}^{N} \alpha_t^j(i)}$. Because we now have a new way of representing $P(O^{(k)}|\lambda)$ as $\frac{1}{C_T^k}$, we can substitute into that for the reestimation equations, leading to the following equations after some rewriting:

\[
\pi_{ij} = \frac{\sum_{k=1}^{K} \sum_{t=1}^{T_k-1} \alpha_t^k(i) a_{ij} b_j(O_{t+1}) \hat{\beta}_{t+1}^k(j)}{\sum_{k=1}^{K} \sum_{t=1}^{T_k-1} \hat{\beta}_{t+1}^k(j) \beta_t^k(j) \frac{1}{C_T^k}}
\]

\[
\pi_i = \frac{\sum_{k=1}^{K} \alpha_1^k(i) \hat{\beta}_1^k(j) \frac{1}{C_T^k}}{\sum_{j=1}^{N} \sum_{k=1}^{K} \alpha_1^k(j) \hat{\beta}_1^k(j) \frac{1}{C_T^k}}
\]

For the full details and derivations of the reestimation equations, please see the explication by Rahimi or contact the authors of this study. The documented code for jpHMM will be published on-line soon.

---

**APPENDIX**

Implementing an HMM framework from scratch is not trivial. The canonical paper by Rabiner[1] contains all the theory necessary, but it may require some extra considerations to make implementation easier. We will give some of these considerations here. The approach used for implementing jpHMM is taken in part from A. Rahimi (2000)[4].

### Scaling forward and backward variables

The first issue to address is scaling the forward and backward variables $\alpha_t(j)$ and $\beta_t(j)$. The forward variable is the probability of the partial observation sequence up to time $t$ and being in state $S_j$ at time $t$, given the model $\lambda$: $\alpha_t(j) = P(O_1 O_2 \cdots O_t | q_t = S_j | \lambda)$. The backward variable is the probability of the observation sequence from time $t+1$ to $T$, given state $S_j$ at time $t$ and the model $\lambda$: $\beta_t(j) = P(O_{t+1} O_{t+2} \cdots O_T | q_t = S_j, \lambda)$.

These variables need to be scaled to avoid problems with floating point representations in code. Since the forward variable $\alpha_t(j)$ usually consists of many products of transition and observation probabilities, they tend to approach 0 quickly. On a computer, these variables are bound by a finite precision floating point representation.

A scaling can be applied to both $\alpha_t(j)$ and $\beta_t(j)$, to keep the calculations in range of a floating point representation. Rabiner proposes to use the scaling factor $c_t = \frac{1}{\sum_{i=1}^{N} \alpha_t(i)}$, which is independent of state. This means that $\sum_{i=1}^{N} \hat{\alpha}_t(i) = 1$. Both $\alpha_t(j)$ and $\beta_t(j)$ are scaled with the same factor, $c_t$.

The recursion formulae defined by Rabiner are theoretically correct, but we may have trouble for implementation because it is unclear that one needs to use the scaled $\hat{\alpha}_t(i)$ in the computation for $c_{t+1}$. Rahimi therefore proposes the following computation steps:

\[
\hat{\alpha}_1(i) = \alpha_1(i)
\]

\[
\hat{\alpha}_{t+1}(i) = \sum_{i=1}^{N} \hat{\alpha}_t(i) a_{ij} b_j(O_{t+1})
\]

\[
c_{t+1} = \frac{1}{\sum_{i=1}^{N} \hat{\alpha}_t(i)}
\]

\[
\hat{\alpha}_{t+1}(i) = c_{t+1} \hat{\alpha}_t(i)
\]

---


