Abstract: Over the past decade, high entropy alloys (HEAs) have transcended the frontiers of material development in terms of their unprecedented structural and functional properties compared to their counterpart conventional alloys. The possibility to explore a vast compositional space further renders this area of research extremely promising in the near future for discovering society-changing materials. The introduction of HEAs has also brought forth a paradigm shift in the existing knowledge about material design and development. It is in this regard that a fundamental understanding of the metal physics of these alloys is critical in propelling mechanism-based HEA design. The current paper highlights some of the critical viewpoints that need greater attention in the future with respect to designing mechanically and functionally advanced materials. In particular, the interplay of large compositional gradients and defect topologies in these alloys and their corresponding impact on overall mechanical response are highlighted. From the point of view of functional response, such chemistry vis-à-vis topology correlations are extended to novel class of nano-porous HEAs that beat thermal coarsening effects despite a high surface to volume ratio owing to retarded diffusion kinetics. Recommendations on material design with regards to their potential use in diverse applications such as energy storage, actuators, and as piezoelectrics are additionally considered.

Keywords: serrated flow; thermal coarsening; actuators; phase transformation; nanoporous metals and alloys

1. Introduction

The classical rationale behind complex concentrated alloys (CCAs), more popularly referred to as high entropy alloys, comprises the addition of four or five elements in equiatomic and near-equiaatomic proportions that eventually generate a single-phase solid solution [1,2]. The theoretical feasibility of such a counterintuitive alloy design stems from the concept of entropic stabilization, wherein a large number of elements would raise the configurational entropy and simultaneously overcome the enthalpies associated with the formation of intermetallic compounds. Owing to the inherent complexity of entropic stabilization, such multicomponent alloys have been observed to display peculiar characteristics that were summarized by Yeh and co-workers [1] as the four core effects: (i) The maximization of configurational entropy, owing to which the term high entropy alloys (HEAs) was coined; (ii) lattice strain due to large variation in atomic sizes of constituent elements; (iii) sluggish diffusion kinetics due to frustrated crystal structures; and iv) unusual properties displayed due to diverse interatomic interactions, also referred to as the “cocktail” effect [3].

However, the universality of occurrence of the abovementioned core effects in HEAs is debatable [4–9]. For instance, the very theory describing entropic stabilization has found little experimental validation, indicated by the fact that majority of HEAs that have fabricated till now either exist as multiphase alloys or decompose to more than one phase at thermodynamic
equilibrium [6–8,10–12]. This is primarily because of the fact that the postulation by Yeh et al. on the maximization of configurational entropy remains valid at melting temperatures [13]. On the other hand, most experimental alloys are characterized at room temperatures, which renders significant microstructural and phase reordering driven by local stress/strain distributions, local compositional fluctuations, and interatomic interactions among constituent elements under diverse thermomechanical processing schemes [13,14]. Nevertheless, due to the widespread popularity of the postulated core effects within the community, they are still being actively associated with HEAs.

While the search for stable single-phase HEAs via combinatorial approaches continues [9,15], a large part of the research in the field delves into exploiting multiphase HEAs as means to design materials with significantly enhanced structural and functional properties [10,13]. Of special note in this regard are the less stringent alloying routes that provide access to a much larger compositional space in comparison with conventional alloys. This facilitates a mechanism driven compositional tuning of alloys, wherein the high solid solution content of individual elements can be tailored in order to generate unique features, such as spinodal structures [16], nano-scale coherent precipitates [17], and the modification of stacking fault energies [18,19], that give rise to interesting metal physics at intrinsic length scales. The advantages of this are clearly visible from the wide-spread future applications proposed for HEAs with unprecedented combinations of structural and functional properties [13,20–23].

In light of the aforementioned aspects of HEAs, it has become imperative to understand the independent and interdependent effects of the spatial distribution of linear and planar defects (i.e., defect topology) and compositional fluctuations existing in these alloys on the local mechanical and functional responses.

2. Crystallographic Defects versus Compositional Variation: A Tale of Two Effects

A critical aspect that influences mechanical responses in materials is the dependence of defect topologies and compositional gradients upon length scale dynamics. When considering crystal defects, the particular game players with respect to local plasticity are line defects and surface/interface defects, as well as their mutual interactions. Adding to this, the effect of local compositional fluctuations that could be considerable in HEAs further adds another layer of complexity in terms of local stress evolution and corresponding strain accommodation. Owing to such compositional diversity, metal physics in HEAs therefore offers an interesting playground wherein a superposition of multiple strengthening mechanisms that can interact and augment each other’s contribution takes place. It must be understood that even though the observed metal physics in HEAs are derived from those that are seen for conventional alloys and superalloys, the compositional flexibility and simultaneous activation of different strengthening modes in the former potentially places them as more suitable candidates for mechanism-based alloy design.

The influence of local chemistry on meso-scale microstructures serves as a key design aspect in HEAs in regard to tailoring alloys with significantly improved structural responses. Owing to the absence of a primary solvent, local elemental partitioning in these alloys often results in the formation of phase interfaces. Depending upon whether such interfaces are crystallographically similar or dissimilar, the corresponding impact on the plasticity and strengthening behavior is distinct. For instance, one of the commonly studied systems in this regard is the AlxCoCrFeNi, wherein increasing the Al content drives a crystallographic transition from an Face-centered cubic (FCC) solid solution to a Body-centered cubic (BCC) phase [1]. Moreover, the BCC phases that exist in this alloy are further known to spinodally decompose into ordered B2 (enriched with Al and Ni) and disordered BCC structures [16,23–25]. It must be highlighted that the underlying strength contribution and metal physics are entirely different when considering such different interface types, and these become critical to appraise when engineering HEAs with strengthening across different length scales.
2.1. Defect Generation and Strengthening Behavior across Crystallographically Similar Interfaces

In a recent study [16], the nano-indentation response of BCC grains in Al_{0.7}CoCrFeNi alloys indicated series of random displacement bursts. The observed pop-ins showed varying amplitudes and seemed to be more obvious at lower indentation loads and smaller penetration depths (Figure 1c). Serrated flow characteristics are the fingerprint of jerky dislocation kinetics, as these arise from intermittent intervals of obstructed dislocation motion. In the present case, it was shown that the spinodally decomposed ordered B2 and disordered A2 phases generated interfaces that gave rise to simultaneous spinodal hardening and order-hardening effects (Figure 1a,b). These effects typically manifest at deformation length scales that are comparable to the mean size of the A2 phase, that is ~100–200 nm (Figure 1d,e). Considering the fact that spinodal strengthening in BCC crystal structures can be significantly larger than FCC spinodal alloys due to the sizable contribution of both elastic coherency strains and hardening from the modulus differential in the former, it has been shown that the strengthening potential in spinodal BCC HEAs can be as high as 0.5 GPa. In another study [17], it was shown that the addition of Ti and Al to single phase FCC CoCrFeNi HEAs leads to precipitation hardening effects due to presence of ordered FCC precipitates in a random FCC matrix, and these contribute to a strengthening increment between 0.3 and 0.4 GPa, which is significantly larger than counterpart contributions from strain hardening, grain boundary hardening, and solid solution strengthening. Lately, the concept of utilizing such spinodally-induced strengthening and order hardening effects in HEAs has given rise to a new generation of modulated, nano-phase structured, BCC-refractory HEAs that mimic super alloy type microstructures [26,27].
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2.2. Strengthening Mechanisms across Crystallographically Dissimilar Phase Boundaries

Unlike grain boundaries, the mechanics of strengthening across heterophase interfaces involve diverse contributing factors. Classical grain boundaries govern strain transmission, primarily on the basis of grain boundary geometry and the alignment of active slip systems in pile-up and emission grains [28–31]. On the other hand, interphase boundaries involve interface-dependent strengthening mechanisms [32] that add to the overall extent of dislocation pile-up and internal stress configurations.

In theory, heterophase interphases derive strength from three main contributing mechanisms, apart from the geometric slip transmission criterion.

2.2.1. Image forces or Koehler forces:

The mismatch in shear moduli between neighboring phases gives rise to a Koehler force barrier between the dislocation and the interface [33,34]. The underlying effect that is responsible for this is the variation of strain energy per unit length of dislocation with changing modulus, such that a dislocation that moves from a stiffer grain to a softer grain would experience an attractive force, and the opposite scenario would result in repulsion between the incoming dislocation and the interface (Figure 2c). Mathematically, Koehler forces \( \tau_{\text{Koehler}} \) at an interphase boundary between phase A and phase B can be expressed as

\[
\tau_{\text{Koehler}} = \frac{G_A(G_B - G_A)}{4\pi(G_B + G_A)} \cdot \frac{b}{h}
\]

where \( G_A \) and \( G_B \) are the shear moduli values of incident and emission grains, respectively; \( b \) is the magnitude of the Burgers vector of active slip system in the incident grain; and \( h \) is the normal distance between the dislocation and the interface. The exerted force is hypothetically similar to the stress field that is exerted by a negative image dislocation that is positioned at the other side of the interface, hence the term of image forces. The presence of Koehler forces significantly impacts the dislocation pile-up characteristics at the phase boundary that subsequently influence the strengthening that is imparted from the interfaces, as shown in Figure 2a,b. For instance, it has been shown in a BCC/FCC dual-phase Al,CoCrFeNi alloy that the elastic modulus difference in FCC and ordered BCC phases (\( E_{\text{BCC}} = 275 \) GPa vs. \( E_{\text{FCC}} = 252 \) GPa) results in an attractive image force on incoming BCC dislocations and repulsive image forces on incoming FCC dislocations [35].

2.2.2. Misfit Stresses

Crystallographically dissimilar phase boundaries also result in interfacial stresses that arise from lattice parameter mismatch (\( \Delta a \)) between adjacent phases (Figure 2d). The size misfit is compensated by a grid of van der Merwe dislocations that give rise to coherency strain hardening effects at the interface [36]. Coherency stresses typically dampen as a function of \( 1/\lambda \) upon moving away from the interface, and they are mathematically given as,

\[
\tau_{\text{misfit}} = 0.5G^* \sqrt{\frac{2b(\delta - \epsilon)}{\lambda}}
\]

where \( \delta = \frac{\Delta a}{2} \); \( \delta \) is the mean lattice parameter \((\delta_{\text{phase }, A} + \delta_{\text{phase }, B})/2\); \( \epsilon = 0.76\delta \) is the residual elastic strain that was determined to agree for most heterophase interface types, \( G^* \) is the average shear modulus for the two phases, \( \lambda \) is the grain dimension over which misfit stresses are determined, i.e., the distance between a dislocation and the interface. Coherency stresses exert a Peach–Koehler force on incoming glide dislocations, which can be either attractive or repulsive depending on the sense of applied stress with respect to the dislocation slip system. Apart from affecting the dislocation glide stresses, the coherency stresses aid in strengthening by additionally influencing the non-glide stress components of the dislocation stress field, whereby they can locally modify the dislocation core energy that directly influences the ease of a dislocation in overcoming an obstacle.
2.2.3. Chemical Mismatch Effect

Another aspect that contributes to interfacial strengthening is a mismatch in chemical energy or gamma surfaces, as this mismatch directly determines the stacking fault energies in adjacent phases [37]. When the leading partial in a stacking fault moves across an interface, the dislocation configuration experiences an abrupt change in stacking fault energy. This manifests as an effective stress that is exerted upon the leading dislocation in the pile-up (Figure 2e). The resultant stacking fault strengthening stresses is described as

\[ \tau_{\text{chemical}} = \frac{\Delta \gamma}{b} \]

where \( \Delta \gamma \) is the stacking fault energy differential between neighboring phases. Overall, the change in energy of dislocation as it moves across the phase boundary involves an elastic energy contribution (that is a combination of \( \tau_{\text{Koehler}} \) and \( \tau_{\text{misfit}} \)) and a chemical contribution in the form of \( \tau_{\text{chemical}} \).
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Figure 2. (a) BCC–FCC interface in an Al\(_x\)CoCrFeNi high entropy alloy, with indent profile. (b) Variation of hardness and residual stress as a function of distance from phase boundary. The role of image forces is highlighted by local maximum in stress values on the BCC side (attractive image forces) and a local minimum on the FCC side (repulsive image forces). (c–e) Illustrate different interfacial-dependent strengthening mechanisms. Figure 2b was adapted from [2] with permission from Elsevier, 2018.

Owing to the strong compositional fluctuations and propensity of single-phase decomposition in HEAs, the contribution of interface-dependent strengthening could be significant in terms of augmenting overall material strength at both local and global scales. Recent studies have now
made effective use of such hardening mechanisms to tailor microstructural designs that give rise to substantially stronger HEAs in comparison with their single-phase counterparts or with respect to conventional alloys. It has been shown that the BCC–FCC interfaces in HEAs could give rise to strengths of the order of 4 GPa that are nearly four times the measured values of conventional BCC–FCC interfaces [35]. The underlying contribution for the augmented strengthening in HEAs has primarily been attributed to the enhanced interfacial-dependent strengthening that is caused by the strong compositional gradients in these alloys. Investigations on HEAs that comprised of BCC/FCC multilayers has indicated yield strengths of the order of 3.3 GPa, with more than two-thirds of this strength coming from interfacial strengthening effects and the remaining coming from solid solution strengthening [38]. In another study [39], it was shown that BCC/FCC interfacial strengthening mechanisms could be further enhanced by tuning the multilayer thickness in HEAs, whereby strengths of the order of ~13 GPa can be reached.

3. An Outlook to HEAs: Structural Properties

Compositionally, HEAs can be described as a concoction of multiple elements, an arrangement that often results in a frustrated crystal structure. Moreover, chemical gradients further trigger local rearrangements and the shuffling of elements, thus influencing the stability of the existing phases.

In short, HEAs are considerably more prone to phase transformation under applied temperature or stress, which could be a potent mechanism to trigger interesting plasticity mechanisms as well as to accommodate larger strains. For instance, in a seminal work by Li et al. on non-equiatomic compositions [10] based on the FCC single phase cantor alloy, it was shown that under plastic deformation, the dynamic transformation from an FCC to an HCP crystal structure is achieved that simultaneously enhances strength and ductility. In a more recent study [16], dynamic indentation-induced phase transition from BCC to FCC was observed in BCC Al$_{0.7}$CoCrFeNi HEAs (Figure 3a,b). The underlying reason behind the transformation was attributed to the spinodal decomposition of the BCC phase in Al, Ni rich-ordered B2 phases and random A2 phases (Figure 3a). Under applied stress, the A2 phases that are locally depleted in Al content could displacively transform and revert back to the more stable and ductile FCC phase (Figure 3c).

The results once again provide an opportunity to exploit the compositional fluctuations in tandem with thermomechanical treatment to dynamically trigger strength and ductility enhancing mechanisms. Displacive phase transformation effects or TRIP effects in HEAs could be exciting focal points in novel advances of HEAs in structural properties and applications.

Another mechanistic design criterion that employs compositional fluctuations is through the intrinsic modification of stacking fault energies. It was shown by Ritchie and co-workers [40,41] that by tuning local chemical ordering in HEAs, considerable variation in the intrinsic and extrinsic stacking fault energy values can be realized. Such design pathways are critical in terms of triggering new deformation mechanisms such as deformation twinning, whereby additional strain accommodation mechanisms are dynamically activated. Twinning not only contributes to plasticity but can also promote dynamic Hall–Petch-driven strengthening behavior, owing to grain fragmentation caused by twin boundary formation. For instance, it was shown by Deng et al. that for non-equiatomic Fe$_{40}$Mn$_{40}$Co$_{10}$Cr$_{10}$ HEA deformation, twinning is triggered as an additional mechanism for higher strains, thereby contributing to the overall strength–ductility increment [18].

Finally, the possibility to exploit simultaneous TRIP and TWIP effects along with multiscale strengthening effects that encompass interfacial strengthening and solid solution hardening effects can be envisioned in upcoming HEAs. In this regard, it has been shown that for the non-equiatomic FeMnCoCr alloy, dilute additions of C (~0.6 at. %) already trigger simultaneous twinning and phase transformation along with an interstitial hardening response [19]. Similar alloying strategies have been implemented on non-equiatomic BCC HfNbTaTiZr, wherein simultaneous plasticity-induced displacive transformation from the BCC phase to the HCP phase was observed, along with twinning in the HCP phase [42].
Figure 3. (a) EDS maps showing selective partitioning of Al and Cr into B2 and A2 phases, respectively. (b) Nano-indentation-induced phase transformation of A2 BCC phase (shown in red) to FCC phase (shown in green). Grain boundaries shown in white in the left image, and the non-indexed areas that are shown in white in the right image correspond to the experimentally made indents; local compositional fluctuations of Al and Cr indicated in (c), highlighting the instability of A2 BCC phases in regions of depleted Al, whereby such dynamic phase transformation to FCC at room temperature deformation is facilitated. Experimental data for the figures were derived from [16]. Figure 3b was adapted from [16] with permission from Elsevier, 2018.

The abovementioned impact of compositional fluctuations and strengthening modes related to phase formation also needs to be incorporated into current solid solution strengthening models in HEAs. There are now sufficient studies that have revealed that the strengthening of dislocation motion in HEAs is strongly dependent upon its susceptibility to display either short or long range ordering effects rather than simple lattice friction-induced hardening responses [43,44]. This was validated by a recent study by Robert Maass and collaborators, wherein the peak dislocation velocities in FCC Al$_{0.3}$CoCrFeNi and pure Au did not show much difference, indicating that dislocation motion was not significantly sluggish in single phase solid solution HEAs (Rizzardi et al. [45]). Moreover, the contributions of interfacial-dependent strengthening and solute strengthening modes need to be appraised, as these could be critical in driving application-based future multiphase HEA alloy design. In this regard, greater efforts are needed in understanding the influence of alloying chemistry on engineering interphase boundaries in HEAs rather than focusing upon solid-solution strengthening as the primary strength contributor in these alloys. Indeed, the outcomes look promising and may open a new paradigm of structurally advanced HEAs, as was recently shown in study [46] where a compositionally graded Al$_x$CoCrFeNi bar was additively manufactured with increasing Al contents from $x = 0.3$ to $x = 0.7$ along the longitudinal direction, such that one end of the material was a single phase FCC and the other end formed a dual phase B2–FCC microstructure. From the point of view of mechanical response, the dual phase microstructure clearly highlighted the positive role of interfaces with significantly larger strengthening potentials compared to the single-phase FCC solid solutions.

4. An Outlook to HEAs: Functional Properties

Thus far, the emphasis in our feature paper has lied upon mechanical performance, plasticity and damage control. Attractive and rather unexplored frontiers of HEAs concern applications of functional properties, e.g., magnetic and electrical including thermoelectricity (Seebeck effect) [40], in the field of microelectronics and bio-medicine [23,47].
Several ideas are currently under investigation, and, in particular, we like to refer to possibilities of HEAs as cellular/porous materials that can be used in ‘energy materials’ (H-storage) but also explored as radiation resistant sensors and actuators. Actuation refers to mechanical displacement due to an electric signal. The opposite is also possible when an electrical current is generated by mechanical deformation, which creates what is known as piezoelectric materials. In general, these piezoelectrics need high voltages, with an order of 100 V, and, at present, methods are being developed in medicine and biology to manufacture high-precision actuators that work at lower voltages on cell manipulation [48]. Structural stability over a large range of temperatures is essential.

In particular, highly porous metallic systems can mimic the properties of muscles upon an outside stimulus, and they have been coined ‘artificial muscles’ in analogy to human skeletal muscles, which are ideal actuators with a high energy efficiency, fast strain-rate response, and high durability. The common use of existing materials as actuators like piezoceramics and electroactive polymers are limited by several factors, including low energy efficiency, low strain amplitudes, fatigue limits, and the high actuation voltages needed. In our recent work, we have shown that nanoporous organometallic materials can operate as actuators, thereby offering a unique combination of relatively large strain amplitudes, high stiffness and strength, and importantly (see above) low operating voltages—say, at a few volts. However, a serious concern in this field of applications is (thermal) stability and the effects of coarsening.

Because of their high porosity and surface areas, the stability of cellular/porous systems is a major issue. In fact, depending on temperature (low versus high) and environment, the stability might be questionable, and, as a consequence, the functional properties might be not very stable and may deteriorate over time. Because of the suppression of the diffusional processes of defects at the surface of a (nano) ligament, we believe that HEAs might provide a very interesting and effective remedy to address these essential problems for applications of unique properties of functional HEA materials.

4.1. Porous/Cellular Systems

To illustrate the problem in a bit more detail, we discuss here the characteristics of cellular and porous media that possess a lower density and a higher surface area-to-volume ratio. The terminology is in macrofoams a bit different from that of nanofoams. In the former, besides pores, the material is made up of struts, and, in the latter, we call the struts ligaments. The topology of nodes and struts/ligaments can be anisotropic as well as isotropic. Besides these structural differences, nanoporous foams have been applied in nanofiltration systems, drug delivery platforms, catalysis, sensing and actuation [49–54]. In contrast, macro foams have been explored in macroscopic applications of the transport, automotive and aerospace industries.

A popular way of making metal nanofoams is based on dealloying through leaching. Preferably, the base material is a solid solution of a noble and a less noble element. Unfortunately, many alloys form intermetallics and many metals do not easily form solid solutions, which limits the dealloying methodology. Recently, nanoporous HEAs were produced through a rather novel method [55] by using liquid metal dealloying (LMD), a technique to fabricate non-noble porous materials by suppressing oxidation in a metallic melt [56–62]. It turned out that the structure of nanoporous TiVNbMoTa HEAs [55] can be described as nanoscale ligaments of a solid-solution phase, the stability of which is due to suppressed surface diffusion.

4.2. Suppression of Coarsening

It should be realized that the actuation mechanism based on nanoporous metals with high surface-to-volume ratios is different to piezoceramics. For details, one can look to [63]. The physical principles in the case of metals are based on the lower coordination of the surface atoms. Therefore, to gain ‘density,’ the atoms move inwards, and a positive displacement is necessary to bring them back to the equilibrium interatomic distances of the situation in the bulk. Therefore, a positive, i.e., tensile stress state at the surface, is generated that is compensated for by a compressive stress state inside the
strut/ligament. Clearly, a positive charge injection can equilibrate the existing excess negative surface charge. As a consequence, a positive charge lowers the positive tensile stress and, importantly, relaxes the negative compressive stress in the ligament, i.e., the negative compressive stress becomes a bit more ‘positive’, i.e., a positive charge will generate a positive displacement that can be detected by optical means by using a small laser. It is noteworthy that these rather small displacements as a result of stress relaxations are not detectable in macrofoams, but nanofoams are completely different because a much large surface area to volume ratio exists. To give a rough estimate: If the size of the ligaments is of the order of 5–10 nm, a substantial fraction of the total number of atoms, say 20%–10%, is on the surface, meaning that a 100 nm thick ligament already reflects the bulk situation, and the actuating properties are hardly detectable. It is important to realize that the electronic charge distribution at a nanoporous metal interface can effectively be controlled during cycling voltammetry experiments. Only small electrical voltages of the order of 1 V are needed to bring positive or negative charge carriers (ions) from the electrolyte to the nanoporous metal \[64,65\]. Of course, working with liquid electrolytes can be cumbersome, and \[65\] we recently demonstrated that metallic muscles can operate in a dry environment, even at high strain rates, i.e., much higher than allowed for in electrochemical artificial muscles \[65\].

Nonetheless, electrochemical processes may lead to severe coarsening (undesired growth) of the ligaments \[66–68\], which is a major concern because actuation is hampered or completely lost, as is shown in Figure 4, where strain amplitudes are plotted as a function of the average ligament size. As expected, there has been a strong size effect and the strain amplitude recorded on nanoporous systems with different ligament sizes, and these may decrease upon increasing the ligament size (Figure 4). Even as a sensor (i.e., without external applied electric fields), the response is not stable due to coarsening effects (Figure 5), and, at higher temperatures, these effects are amplified tremendously.

**Figure 4.** Ligament size-dependence of the charge-induced strain in nanoporous metals (Au). The strain amplitude that was recorded on five specimens with different ligament sizes decreased with increasing ligament size. This shows that ligament growth during electrochemical actuation is undesirable \[67,68\].
Figure 4. Ligament size-dependence of the charge-induced strain in nanoporous metals (Au). The strain amplitude that was recorded on five specimens with different ligament sizes decreased with increasing ligament size. This shows that ligament growth during electrochemical actuation is undesirable [67,68].

Figure 5. (a) Typical scanning electron micrograph of a nanoporous material (Au) that was synthesized by the dealloying process. The diameter of the ligaments was about 20 nm. (b) Display of the changes in relative humidity versus time for alternations of humid and dry air (blue curve refers to right ordinate) and corresponding strain versus time (red curve refers to left ordinate). (c) Responses of relative humidity versus time for long alternations of dry and humid air (blue curve refers to right ordinate) and corresponding strain versus time (red curve refers to left ordinate [67]).

The solution to these instabilities is basically to reduce surface diffusion, and, for that reason, HEAs may offer a suitable solution. Recently, Soo-Hyun Joo and collaborators found an exceptional stability against coarsening of a MoNbTaTiV nanoporous HEA at elevated temperatures [55]. The ligament size and distribution of the HEA versus dealloying time at various temperatures are displayed in Figure 6.

Figure 6. Ligament size in a TiVNbMoTa nanoporous high entropy alloy (HEA) versus dealloying time at various temperatures. The dealloying time, \( t \), and ligament size, \( d \), are correlated through a power function \( d^n = kDt \), where \( n \) is the coarsening component, \( k \) is a constant, and \( D \) is the surface diffusivity. By plotting the \( \ln[d(t)] \) vs. \( t \) curve, the coarsening exponent, \( n \), can be obtained. Error bars denote the distribution of ligament sizes. (Figure reprinted from [55] with permission from Wiley, 2019.)

Figure 7. Specific surface areas measured with the Brunauer–Emmett–Teller (BET) method as a function of the ligament size in a TiVNbMoTa nanoporous HEA. The lines (dashed and dashed-dot)
To make the coarsening behavior a bit more quantitative: Dealloying time, \( t \), and ligament size, \( d \), are written as a power function: 
\[
d^n = ktD,
\]
where \( n \) is the coarsening component, \( k \) is a constant, and \( D \) is the surface diffusivity. By plotting the \( \ln[d(t)] \) vs. \( \ln t \) curve, the coarsening exponent, \( n \), can be measured. Figure 6 displays the measured specific surface areas of 55.7 (<10 nm), 38.8 (14 nm), and 3.6 (155 nm) \( \text{m}^2/\text{g} \), depending on the ligament size as obtained in [55] based on an analytical model we designed in the past [68]. The adsorption/desorption isotherm curve (inset in Figure 7) corresponds to a ligament size of about 10 nm. The hysteresis loop in the isotherm is associated with capillary condensation in nanopores (<50 nm).

Figure 6. Ligament size in a Ti VNbMoTa nanoporous high entropy alloy (HEA) versus dealloying time at various temperatures. The dealloying time, \( t \), and ligament size, \( d \), are correlated through a power function 
\[
d^n = ktD,
\]
where \( n \) is the coarsening component, \( k \) is a constant, and \( D \) is the surface diffusivity. By plotting the \( \ln[d(t)] \) vs. \( \ln t \) curve, the coarsening exponent, \( n \), can be obtained. Error bars denote the distribution of ligament sizes. (Figure reprinted from [55] with permission from Wiley, 2019.)

Figure 7. Specific surface areas measured with the Brunauer–Emmett–Teller (BET) method as a function of the ligament size in a TiVNbMoTa nanoporous HEA. The lines (dashed and dashed-dot) correspond to the predictions based on the analytic model \( S = C/\rho d \), as designed and tested in [68]. The inset shows the nitrogen adsorption/desorption curves with an average ligament size of ~10 nm. The solid bulk density \( \rho \) was assumed to be 7.7 \( \text{g cm}^{-3} \) from the average atomic weight and the radius of the constituent elements (Figure reprinted from [55] with permission from Wiley, 2019.)

As far as the physical explanations of these phenomena are concerned, a first and easy conclusion would be: The suppression of coarsening is due to what has been called sluggish diffusion in HEA. However, this might be a too simple and naïve reason. There is no literature on the details of diffusional processes in nano-porous HEA, but many papers have been published on bulk HEA [69], e.g., CoCrFeMnNi [70]. Dezso Beke [71] analyzed the diffusion coefficients of elements in CoCrFeMnNi HEA. Interestingly, sluggish diffusion could be explained as not being based on high activation energies but on correlation effects. Indeed [72], it has been reported that the diffusion of Ni in both HEAs follow an Arrhenius behavior. In fact, the tracer diffusion in HEAs does not become sluggish at absolute temperature; it only becomes so if it is considered at a homologous temperature. As a sequence, it can be concluded that diffusion in HEAs is not sluggish, as such, but other factors such as frequency factors can explain a slower diffusion rate in HEAs. From a scientific viewpoint, more in-depth analyses regarding the diffusional processes are necessary, not only for bulk HEA but also for surface diffusional processes in nanoporous HEAs.
A stimulating and exciting field of research would be to devise specific rules for the design of highly porous HEAs that can be used over a large range of temperatures in the field of sensors and actuators, in ‘energy materials’ (H-storage), radiation resistant materials, and many other scenarios. It is important to note that in these cellular and highly porous HEAs materials, it is not just the specific materials properties of strength and surface diffusion matter—the local topology and connectivity of struts and nano-ligaments also does [73].

As a consequence, topology provides an additional design parameter, in addition to the extrinsic and intrinsic material size-dependent properties [73,74]. This approach fits the term ‘architected material,’ which was, to the best of our knowledge, proposed for the first time by Mike Ashby and Yves Bréchet and which bridges the structural engineering of topology and good practice in architecture [75]. More recently, a special issue of excellent contributions to the Materials Research Society (MRS) Bulletin, edited by Julia R. Greer and Vikram S. Deshpande [76], was published on the design, fabrication and mechanical performance of three-dimensional architected materials and structures. It would be exciting to explore HEAs among these lines of ‘architected materials’ for the optimization of the ‘integral’ of both structural and functional properties together for novel applications.
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