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Observation of Quantum Interference in Molecular Charge Transport

Constant M. Guédon*, Hennie Valkenier*, Troels Markussen, Kristian Thygesen, Jan C. Hummelen, and Sense Jan van der Molen
Cross-conjugation and linear conjugation

Linear conjugation refers to a sequence of alternating single and double bonds between both ends of an organic molecule. Cross-conjugation implies that the sequence of alternating single and double bonds between both ends of the molecule is broken, although all C-atoms have formed double or triple bonds, i.e. all C-atoms are sp$^2$ or sp hybridized.

Synthesis and Characterization of the Molecular Wires

The synthesis of AQ-MT is outlined in figure S1 and details on its synthesis and characterization are given below. For the other molecular wires the characterization is presented, together with references to the synthetic procedures. All reactions were performed under a nitrogen atmosphere, using oven-dried glassware (150°C) and dry solvents. All chemicals were purchased from Aldrich, Acros, or AlfaAesar and used as received. Diisopropylamine and triethylamine were distilled over NaOH. Copper iodide was heated and dried under vacuum. Silica gel was purchased from Screening Devices b.v. as SilicaFlash P60, with particle sizes of 40-63 µm and a pore size of 60 Å.

$^1$H and $^{13}$C NMR spectra were recorded on a Varian VXR-300 (300 MHz), a Varian AMX400 (400 MHz), or a Varian unity plus (500 MHz) at room temperature, unless depicted otherwise. Spectra were referenced to the solvent line (CDCl$_3$: H, 7.26 ppm; C, 77.0 ppm) relative to tetramethylsилane. FT-IR spectra were recorded on a Nicolet Nexus FT-IR spectrometer, using the SMART iTR for ATR measurements (diamond). Mass spectra were recorded on a Thermo Scientific Orbitrap XL or on a Jeol JMS-600H.

2,6-dibromo-9,10-anthraquinone (1) was synthesized according to [1, 2]. 1-tert-Butylthio-4-ethynylbenzene (2) was synthesized according to [3] (using Pd(PPh$_3$)$_2$Cl$_2$ and CuI as catalytic system).

Supplementary Figure S 1: Synthesis of AQ-MT
2-bromo-6-[(4-tert-butylthiophenyl)ethynyl]-9,10-anthraquinone (3)

To a suspension of 2,6-dibromo-9,10-anthraquinone (1, 736 mg, 2.01 mmol), dichloro-bis(triphenylphosphine)palladium(II) (75.9 mg, 0.108 mmol), and copper iodide (27.7 mg, 0.145 mmol) in THF (80 mL) were added diisopropylamine (12 mL) and acetylene 2 (422 mg, 2.22 mmol). The reaction mixture was refluxed for 22 hours and all volatiles were removed. The crude solid was dissolved in CH$_2$Cl$_2$ (400 mL), washed with water (2 x 200 mL) and brine (200 mL), dried over Na$_2$SO$_4$, filtered, and preadsorbed onto silica. This reaction was repeated and the combined material was purified by column chromatography twice (silica gel, CH$_2$Cl$_2$; silica gel, CH$_2$Cl$_2$/heptane 2:3) to afford 737 mg (1.55 mmol, 38%) of the title compound as a yellow solid.

$^1$H NMR (400 MHz, CDCl$_3$): $\delta$ 8.45 ($\delta$, J = 1.9, 1H), 8.44 (d, J = 1.4, 1H), 8.30 (d, J = 8.0, 1H), 8.19 (d, J = 8.3, 1H), 7.93 (ddd, J = 9.6, 8.2, 1.8, 2H), 7.61-7.50 (m, 4H), 1.32 (s, 9H).

$^{13}$C NMR (100 MHz, CDCl$_3$): $\delta$ 181.83, 181.30, 137.27, 137.24, 136.65, 134.64, 134.53, 133.23, 131.99, 131.94, 131.74, 130.31, 130.00, 129.76, 129.08, 127.56, 122.40, 94.11, 89.25, 46.72, 31.01.

IR (KBr, cm$^{-1}$): 3322, 3065, 2977. 2961, 2865, 2215, 1672, 1599, 1580, 1327, 1314, 1305, 1283, 1167, 980, 865, 850, 832, 737, 710, 546, 540.

2-[(4-tert-butylthiophenyl)ethynyl]-6-(phenylethynyl)-9,10-anthraquinone (4)

To a suspension of 3 (399 mg, 0.84 mmol), dichlorobis(triphenylphosphine)palladium(II) (66 mg, 0.093 mmol), and copper iodide (21 mg, 0.11 mmol) in THF (42 mL) were added diisopropylamine (8 mL) and phenylacetylene (161 mg, 1.58 mmol). The reaction mixture was refluxed for 20 hours and all volatiles were removed. The residue was dissolved in 300 mL CH$_2$Cl$_2$, washed with water (3 x 200 mL), dried over Na$_2$SO$_4$, filtered, and concentrated. The crude solid was preadsorbed onto silica and purified by column chromatography twice (silica gel, CH$_2$Cl$_2$; silica gel, CH$_2$Cl$_2$/heptane 1:1, gradually increasing to 3:2). The obtained solid was recrystallized from toluene to yield 296 mg (0.60 mmol, 71%) of the title compound as a yellow solid.

$^1$H NMR (400 MHz, CDCl$_3$): $\delta$ 8.44 (d, J = 1.6, 2H), 8.32 (dd, J = 8.0, 1.8, 2H), 7.91 (dt, J = 8.0, 1.7, 2H), 7.62-7.51 (m, 6H), 7.44 -7.37 (m, 3H), 1.32 (s, 9H). $^{13}$C NMR (125 MHz, CDCl$_3$): $\delta$ 181.93, 137.27, 136.55, 136.52, 134.57, 133.52, 133.48, 132.30, 132.15, 131.91, 131.74, 130.31, 130.29, 129.88, 129.56, 129.21, 128.53, 127.51, 127.49, 122.50, 122.23, 94.58, 93.90, 89.37, 88.01, 46.71, 31.02.

IR (KBr, cm$^{-1}$): 3346, 2980, 2958, 2937, 2920, 2895, 2861.
2217, 1681, 1598, 1336, 1169, 856, 835, 756, 740, 712, 691, 579, 544, 533. HRMS (APCI) calculated for [M+H]^+ 497.15698, found 497.15661. Calculated for C_{34}H_{22}O_{2}S: C, 83.23; H, 4.87; S, 6.46. Found: C, 81.75; H, 4.82; S, 6.38.

2-[(4-acetylthiophenyl)ethynyl]-6-(phenylethynyl)-9,10-anthraquinone (AQ-MT)

![Supplementary Figure S 2: AQ-MT](image)

Chloroform (17 mL) was added to 4 (100 mg, 0.20 mmol) and stirred to obtain a yellow solution, to which acetyl chloride (5.0 mL) was added. A solution of bromine (0.2 mL, 0.3 M) in acetyl chloride/acetic acid (1:1) was added dropwise in the dark. The reaction mixture was stirred for 2.5 hours and poured into 250 mL ice water and stirred for 1 hour. The mixture was extracted with CH$_2$Cl$_2$ (3 x 150 mL), dried over Na$_2$SO$_4$, filtered, and concentrated. This reaction was repeated 2 times. The combined yellow solids (0.26 g) were preadsorbed onto silica and purified by column chromatography (silica gel, CH$_2$Cl$_2$) to yield 233 mg (0.483 mmol, 83%) of the title compound as a yellow solid.

$^1$H NMR (400 MHz, CDCl$_3$): $\delta$ 8.45 (dd, J = 1.2, 0.5, 2H), 8.32 (dd, J = 8.0, 2.3, 2H), 7.92 (dd, J = 8.1, 1.7, 2H), 7.64-7.57 (m, 4H), 7.46-7.44 (m, 2H), 7.43-7.38 (m, 3H), 2.46 (s, 3H). $^{13}$C NMR (125 MHz, CDCl$_3$): $\delta$ 193.15, 181.92, 181.87, 136.57, 136.55, 134.29, 133.49, 133.45, 132.41, 132.36, 132.12, 131.90, 130.38, 130.28, 129.87, 129.38, 129.25, 129.21, 128.52, 127.50, 123.37, 122.21, 94.58, 93.55, 89.47, 88.01, 30.35. IR (cm$^{-1}$): 3060, 2923, 2211, 1697, 1671, 1584, 1323, 1300, 1274, 1131, 983, 950, 915, 881, 857, 827, 754, 741, 710, 687, 624. HRMS (APCI) calculated for [M+H]$^+$ 483.10494, found 483.10485. Calculated for C$_{34}$H$_{22}$O$_2$S: C, 79.65; H, 3.76; S, 6.64. Found: C, 78.82; H, 3.99; S, 6.19.

2,6-Bis[(4-acetylthiophenyl)ethynyl]-9,10-anthraquinone (AQ-DT)

$^1$H NMR (500 MHz, CDCl$_3$): $\delta$ 8.45 (d, J = 1.2, 2H), 8.33 (d, J = 8.0, 2H), 7.92 (dd, J = 8.0, 1.7, 2H), 7.62 (d, J = 8.3, 4H), 7.45 (d, J = 8.3, 4H), 2.46 (s, 6H). $^{13}$C NMR (125 MHz, CDCl$_3$): $\delta$ 193.16, 181.87, 136.63, 134.31, 133.50, 132.42, 132.35, 130.41, 129.45, 129.27,
Supplementary Figure S 3: **AQ-DT**

127.54, 123.37, 93.60, 89.45, 30.36. IR (cm\(^{-1}\)): 3065, 2923, 2219, 1702, 1670, 1589, 1324, 1303, 1276, 1245, 1121, 1101, 1090, 981, 957, 919, 881, 863, 827, 741, 711. HRMS (APCI) calculated for [M+H]^+ 557.0876, found 557.0834. Calculated for C\(_{34}\)H\(_{22}\)O\(_2\)S: C, 73.36; H, 3.62; S, 11.52. Found: C, 72.96; H, 3.72; S, 11.32.

The synthesis of this compound has been reported in \[4\].

2,6-Bis[(4-acetylthiophenyl)ethynyl]anthracene (AC-DT)

Supplementary Figure S 4: **AC-MT**

\(^1\)H NMR (400 MHz, CDCl\(_3\)): \(\delta\) 8.38 (s, 2H), 8.23 (s, 2H), 7.99 (d, J = 8.8, 2H), 7.63 (d, J = 8.2, 4H), 7.55 (d, J = 8.6, 2H), 7.44 (d, J = 8.2, 4H), 2.45 (s, 6H). \(^{13}\)C NMR (125 MHz, CDCl\(_3\)): \(\delta\) 193.42, 134.27, 132.24, 132.09, 131.59, 131.17, 128.47, 128.24, 127.96, 126.44, 124.46, 120.23, 91.63, 89.95, 30.31. IR (cm\(^{-1}\)): 3371, 3058, 2957, 2921, 2211, 1913, 1691, 1615, 1486, 1396, 1352, 1280, 1110, 948, 908, 822, 802, 626. HRMS (APCI) calculated for [M+H]^+ 527.1134, found 527.1092. Calculated for C\(_{34}\)H\(_{22}\)O\(_2\)S C, 77.54; H, 4.21; S, 12.18. Found: C, 77.90; H, 5.34; S, 10.48.

1,4-Bis[(4-acetylthiophenyl)ethynyl]benzene (OPE3-DT)

Supplementary Figure S 5: **OPE3-DT**

\(^1\)H NMR (500 MHz, CDCl\(_3\)): \(\delta\) 7.56 (d, J = 8.4, 4H), 7.52 (s, 4H), 7.41 (d, J = 8.4, 4H), 2.44 (s, 6H). \(^{13}\)C NMR (125 MHz, CDCl\(_3\)): \(\delta\) 193.37, 134.23, 132.17, 131.63, 128.33, 124.23,
123.01, 90.66, 90.59, 30.30. IR (cm\(^{-1}\)): 3371, 2923, 2852, 2281, 1915, 1591, 1513, 1352, 1117, 1012, 964, 840, 832, 824, 619. HRMS (APCI) calculated for [M+H]\(^+\) 427.0821, found 427.0789.

This compound was prepared according to [5].

1-[(4-acetylthiophenyl)ethynyl]-4-[(phenyl)ethynyl]benzene (OPE3-MT)

\[
\text{Supplementary Figure S 6: OPE3-MT}
\]

\(^1\)H NMR (500 MHz, CDCl\(_3\)) \(\delta\) 7.58-7.53 (m, 4H), 7.52 (s, 4H), 7.41 (d, \(J = 8.4\), 2H), 7.39-7.34 (m, 3H), 2.44 (s, 3H). \(^{13}\)C NMR (125 MHz, CDCl\(_3\)) \(\delta\) 193.40, 134.23, 132.16, 131.62, 131.60, 131.55, 128.49, 128.38, 128.25, 124.28, 123.41, 122.96, 122.66, 91.40, 90.73, 90.40, 89.02, 30.30. IR (cm\(^{-1}\)): 2921, 2852, 2214, 1695, 1505, 1440, 1395, 1353, 1177, 1127, 1104, 1069, 1014, 939, 838, 827, 755, 691. HRMS (APCI) calculated for [M+H]\(^+\) 353.0995, found 353.0983. Calculated for C\(_{24}\)H\(_{16}\)OS: C, 81.79; H, 4.58; S, 9.10. Found: C, 80.29; H, 4.76; S, 8.69.

Details on the synthesis of this compound have been reported in [6].

**Formation and analysis of the Self-Assembled Monolayers**

Self-Assembled Monolayers (SAMs) of the acetyl-protected mono- and dithiols were grown from solutions with triethylamine as deprotecting agent, which promotes the formation of high-quality and densely-packed SAMs, as we recently showed for acetyl-protected OPE dithiols and monothiols[6]. Due to the low solubility of the AC- and AQ-compounds in THF, these SAMs were grown from 0.5 mM solutions in chloroform (Aldrich, anhydrous, =99%, stabilized by amylenes) with 10% (v/v) triethylamine (Fisher, HPLC grade, degassed) added. The SAMs of the OPE mono- and dithiol were grown from 0.5 mM solutions in dry THF, with 10% (v/v) triethylamine added. All solutions and SAMs were prepared inside a glovebox filled with nitrogen (<5 ppm O\(_2\)). We used freshly prepared samples of 150 nm gold on mica for the ellipsometry and XPS studies, and freshly prepared samples of
5 nm chromium and 200 nm gold thermally deposited on a silicon wafer for the CP-AFM studies. Samples were immersed upside down for two nights in about 3 mL solution. After this immersion time, the samples were taken from solution, rinsed three times with clean THF, and dried on the nitrogen atmosphere in the glovebox.

Ellipsometry measurements were performed using a V-Vase from J. A. Woollam Co., Inc. in air. Measurements were acquired from 300-800 nm with an interval of 10 nm at 65, 70, and 75° angle of incidence. For every set of experiments a fresh gold-on-mica sample was measured at three or four different spots. The data from these measurements were merged and the optical constants were fitted. For every SAM three spots were measured and the thickness of a cauchy layer (n=1.55, k=0 at all λ) on top of the gold layer was fitted and averaged over the three spots.

X-ray Photoelectron Spectroscopy (XPS) measurements were performed on a X-PROBE Surface Science Laboratories photoelectron spectrometer with a Al Ka X-ray source (1486.6 eV) and a takeoff angle of 37°. We accumulated 20 scans for S2p, 10 for C1s, 10 for O1s, 15 for N1s, and 5 for Au4f. All reported data are averaged over four different spots per sample and presented in table SI and figure 7. WinSpec was used to fit the recorded data with a background and minimum number of mixed Gaussian-Lorentzian singlets (C1s, N1s, O1s) or doublets (Au4f; ∆=3.67 eV, S2p; ∆=1.18 eV) with a width of 1.21 eV.

<table>
<thead>
<tr>
<th>Molecular wire</th>
<th>Au4f (84 eV)</th>
<th>C1s CxHx (283-287 eV)</th>
<th>C1s C=O (288 eV)</th>
<th>S2p S-Au (162 eV)</th>
<th>S2p S-R (164 eV)</th>
<th>O1s (532 eV)</th>
<th>Normalized intensities C1s per C-atom</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC-DT</td>
<td>7515</td>
<td>1343</td>
<td>39</td>
<td>19</td>
<td>84</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>AQ-DT</td>
<td>7564</td>
<td>1017</td>
<td>73</td>
<td>18</td>
<td>55</td>
<td>102</td>
<td>36</td>
</tr>
</tbody>
</table>

Supplementary Table S I: Composition of the SAM's: X-ray photoelectron spectroscopy measurements. The integrated intensities are divided by the sensitivity factor: 1 for C1s, 1.79 for S2p and 2.49 for O1s.

We determined the thicknesses of the SAMs from our XPS results by two different methods: A) from the ratio between the carbon and the gold signals and B) from the attenuation of the gold signals.
Method A. Thicknesses of the SAMs\(d_{CS}\) are determined from the ratio of the areas of C1s and Au4f peaks by equation S1 with \(\lambda_{Au} = 31\ \text{Å}, \ \lambda_C = 27\ \text{Å}, \ d_C = d_{CS} - 1.8\ \text{Å}\) (\(d_C\) is the thickness of the hydrocarbon layer without the thiolate); \(k\) is estimated to be 0.15 from XPS measurements on a SAM of undecanethiol on gold. We determined \(d_{CS}\) from \(I_C/I_{Au}\) by an iterative numerical approach.

\[
\frac{I_C}{I_{Au}} = k \frac{1 - \exp\left(-\frac{d_C}{\lambda_C}\right)}{\exp\left(-\frac{d_{CS}}{\lambda_{Au}}\right)}
\]  

\(1\)

Method B. Thicknesses \((d)\) are determined from the attenuation of the Au4f signal by equation S2 with \(Au_0 = 109754, \ \lambda = 42\ \text{Å}, \ \text{and} \ \theta = 37^\circ\).

\[
I_{Au} = I_{Au0} \exp\left(\frac{-d}{\lambda \sin \theta}\right)
\]  

\(2\)

We found a good agreement between the length of the molecules and the thickness of the SAMs, indicating the formation of densely-packed monolayers in which the molecules are oriented nearly perpendicular to the gold substrate surface.

The SAMs of the monothiolated molecular wires were measured by ellipsometry. The thickness of the SAMs was 17.5 Å for AQ-MT and 20.5 Å for OPE-DT.

From the XPS data shown in figure 7, the ellipsometry measurements and DFT calculations we find a densely packed, upright standing SAM for AQ-DT and AC-DT. The XPS data of all three SAMs reveal a C1s signal at 288 eV, corresponding to carbonyl groups. In the AC-DT and OPE3-DT SAMs this signal is solely attributed to the remaining acetyl protecting groups on part of the top sulphur atoms, as explained in detail in Valkenier et al \[6\].

The signal at 288 eV is two to four times stronger for the SAM of AQ-DT compared to those of AC-DT and OPE-DT, due to the presence of the carbonyl groups in the anthraquinone core of AQ-DT, showing that this functional group was not reduced during our very mild deprotection and assembly conditions.
<table>
<thead>
<tr>
<th>Molecular wire</th>
<th>Length$^a$ (Å)</th>
<th>Ellipsometry (Å)</th>
<th>XPS method A (Å)</th>
<th>XPS method B (Å)</th>
<th>Weighed Average$^b$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AC-DT</strong></td>
<td>24.49</td>
<td>28.6$^*$</td>
<td>24.1</td>
<td>27.1</td>
<td>25</td>
</tr>
<tr>
<td><strong>AQ-DT</strong></td>
<td>24.49</td>
<td>21.7</td>
<td>20.1$^{**}$</td>
<td>26.9</td>
<td>24</td>
</tr>
<tr>
<td><strong>OPE-DT</strong></td>
<td>20.14</td>
<td>19.7</td>
<td>17.5</td>
<td>17.8</td>
<td>19</td>
</tr>
</tbody>
</table>

Supplementary Table S II: a: The distance from S- to S-atom as obtained by DFT calculations.
b: The thicknesses as obtained by ellipsometry and XPS are averaged. The absolute values obtained from XPS by method A are considered more accurate than those obtained by method B and therefore weighed twice as strong. Identical weights were used for ellipsometry and XPS (methods A and B combined).

*: The value for AC-DT as determined by ellipsometry is not included in the average, since this large (highly reproducible) value is likely to be caused by the optical absorption of this compound in the range of the ellipsometry measurement.

**: The value for AQ-DT as determined by XPS method A is not included in the average, because the oxygen atoms from the anthraquinone core do attenuate the Au signal, but do not contribute to the carbon signal, underestimating the actual thickness.
Supplementary Figure S 7: C1s (a, d, g), S2p (b, e, h), and O1s (c, f, i) XPS signals for SAMs from AC-DT (a-c), AQ-DT (d-f), and OPE-DT (g-i) on gold. Fits are shown as colored lines, the red line indicating the sum of all individual fits.
C-AFM

Conducting atomic force microscopy (C-AFM) is performed on a commercial AFM (Digital Instrument). A Multimode AFM base is used in combination with a Nanoscope IIIa controller and Nanoscope V6r13 software. The conductance measurements are performed in contact mode i.e. the feed-back is done on the deflection set point in order to apply a force of typically 2 nN on the SAM. During the conductance measurements the scanning is disabled. The AFM cantilevers used are NP-10 (Veeco) of type B \( (f_0 = 14 - 26 \text{ kHz} \quad \text{and} \quad k = 0.12 \text{N/m}) \). The SiN AFM tips are coated by sputtering with MoGe (4nm) as an attachment layer and subsequently with 80 nm of Au. A scanning electron micrograph of a typical cantilever is shown in figure S 8.

Supplementary Figure S 8: SEM picture of a AFM cantilever coated with 4nm MoGe and 80 nm Au. The scale bar is 3\( \mu \text{m} \) and 50 nm for the inset.

The electrical measurements are controlled by a labview program and interfaced by a 16 bit NI data acquisition card. The substrate carrying the SAM is biased while the tip is grounded. While the bias voltage is swept (typically from 0 V to -1 V to 1 V and back to 0 V) the current is recorded at a sampling rate of 10 kHz and 1000 points are taken per curve. To do so the current is amplified using a Femto DLPCA-200 variable gain current amplifier. For each measurement spot 100 to 1000 I(V)-curves are recorded, for each sample 2 to 8 spots are probed.
A. Data analysis

The current-voltage data gathered for each sample are put together and analyzed further using a MatLab code. For the figures in the main text, around 95% of the measured curves are used. A small number of curves have been removed. The curves showing no contact with molecules i.e., below the noise level of our set-up (typically ∼100 pA) are removed from our data set. In fact this is the case when no contact is formed with the SAM. Additionally we removed the curves presenting saturation, indicating direct contact between the tip and the gold bottom electrode. In figure S9, we show typical single I(V) curves of data kept and removed. Table S II summarizes the amount of removed data, which is typically as little as 5% of the data.

Supplementary Figure S 9: a, typical I(V) curve kept in our data set for AQ-MT, b, typical I(V) curve below detection limit of our set-up, c, typical I(V) curve showing saturation of the current amplifier for AQ-MT.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>number of curves</th>
<th>number of curves rejected</th>
<th>% rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC-DT</td>
<td>1979</td>
<td>98</td>
<td>4.9%</td>
</tr>
<tr>
<td>AQ-DT</td>
<td>2502</td>
<td>107</td>
<td>4.3%</td>
</tr>
<tr>
<td>AQ-MT</td>
<td>2884</td>
<td>251</td>
<td>8.7%</td>
</tr>
<tr>
<td>OPE3-DT</td>
<td>621</td>
<td>32</td>
<td>5.1%</td>
</tr>
<tr>
<td>OPE3-MT</td>
<td>1574</td>
<td>65</td>
<td>4.1%</td>
</tr>
</tbody>
</table>

Supplementary Table S III: Table showing the amount of curves disregarded due to no contact or saturation for the different molecules measured.
Second the remaining I(V) curves are smoothed with a local regression using weighted linear least squares and a 2nd degree polynomial model. Next we take a numerical derivative of the current relative to the voltage (dI/dV). Finally we construct a 2D histogram of these dI/dV values by logarithmically binning them for each bias voltage and plotting them next to each other. This will result in a 3D graph with on the x-axis the bias voltage, on the y-axis the log (dI/dV) and on the z-axis (in colour scale) the number of counts. Such a 2D histogram can be seen as a collection of traditional 1D conductance histograms for different bias voltages. In figure S10 we show such 2D histogram for AQ-MT for both the full data set (figure S10a) and the partial data set (figure S10b). It is clear from this comparison that removing the contacted and saturated curves makes the picture more clear. However in the full data set plot the trend in the dI/dV curve is still easily distinguishable. We also refer to the section Supplementary Figures, where we display raw I(V)-curves, both as an ensemble and individually, and present alternative methods of analyzing the data.

Supplementary Figure S 10: dI/dV (Ω−1) 2D histogram for AQ-DT a, without data rejected and b, with data rejected i.e. the curves with no contact and the saturated curves

Measurements on other samples

Here we present supplementary figures showing results for AQ-MT for different samples (named sample 2 and 3 for clarity). First the 2D histogram of AQ-MT for sample 2 is shown
in figure S11. The overall shape of the dI/dV curves shown in figure 3b is well reproduced on this sample although the conductance values are lower than the ones found in figure 3b in the main text. This is a known feature for conducting probe techniques, the number of contacted molecules varies from tip to tip due to intrinsic differences in tip geometry. The displayed dI/dV curve is in agreement with theoretical calculations (see figure 4a, with a -0.5 eV shift) assuming we have 100 molecules bridging the junction.

![Supplementary Figure S 11: 2D histogram for AQ-MT on sample 2 with the dI/dV (Ω⁻¹)](image)

A similar V-shaped dI/dV -curve is observed in the data displayed in figure S12a. However, here the conductance values are much larger than in figure 3b of the main text. To investigate this interesting case further, we took a closer look at the tip geometry. On the scanning electron micrographs shown in figure S12b we can clearly see the remains of a broken cantilever next to and more importantly below the actual cantilever used.

As a result the contact area in this case is much larger than for a regular tip i.e. much more molecules are contacted. Hence, this experimental incident confirms that the conductance is dependent on the number of molecules contacted. However, such an increase in contacted molecules does not affect the typical shape of the dI/dV-curve. We therefore show here that the overall shape of the dI/dV is independent on the number of molecules contacted.
Supplementary Figure S 12: \textbf{a}, 2D histogram for AQ-MT on sample 3 with the dI/dV (Ω$^{-1}$). \textbf{b}, SEM picture of the tip used for measurements shown in panel \textbf{a}. The overview of the chip is shown with the cantilever used and the remains of the broken one clearly at a lower position. In the inset we show a magnified picture of the broken cantilever. The scale bar in the picture is 50 µm and 10 µm in the inset.

\textbf{I(V)-curves and alternative analysis}

Here, we inspect the raw I(V)-curves obtained for AC-DT, AQ-DT and AQ-MT in more detail. We do so both for individual curves and for the ensemble of I(V)'s. This allows us to demonstrate the robustness of the features displayed in Figs. 1c (AC-DT) and 3a (AQ-DT) and 3b (AQ-MT).

In the previous section, we have explained how individual I(V)-curves are treated to obtain a 2D-histogram of $dI/dV$ data for the ensemble. For AQ-MT, a clear zero-bias anomaly is observed in the resulting 2D-histogram (Fig. 3b). Here, we go back to the individual measurements to check that the zero-bias anomaly is truly intrinsic to single I(V)-curves. In Fig. S13 we show three representative I(V)-curves for AQ-MT (a subset of the data in Fig. 3b, another curve is shown in Fig. S9a). Each contains 1000 points, taken at a sample rate of 10 kHz (i.e. 0.1 s per curve). Raw data are presented, with original noise and a slight hysteresis. The latter is a result of the relatively large RC-time of the system at these high resistances. In Fig. S14 we show a representative I(V)-curve for AC-DT. Upon inspection by eye, there is indeed a difference between the I(V)'s for AQ-MT and AC-DT.
Whereas the curves in Fig. S13 display a plateau with near-zero slope around zero bias, the curve in Fig. S14 has finite slope around zero bias. However, this distinction may be in the eye of the beholder. For that reason, we have taken the derivative of the individual I(V)’s, after smoothing. The resulting $dI/dV$-curves are displayed in Figs. S13b, d, and f for the AQ-MT case. Clearly, these curves show a negative curvature, except near zero bias where an anomaly is seen. This demonstrates that the anomaly in Fig. 3b stems from the individual I(V)-curves indeed. Figure S14b shows the $dI/dV$ calculated from Fig. S14a. It shows the same parabola-like shape that we found in Fig. 1c.

Now that we have checked individual I(V)- and $dI/dV$-curves, let us turn to the full ensembles of I(V)-curves. In Fig. S15, we present the full batch of I(V)-curves for AC-DT (corresponding to Fig. 1c), AQ-DT (cf. Fig. 3a) and AQ-MT (samples presented in Fig. 3b and in Fig. S12, i.e. with broken tip), respectively. To allow for a good comparison between the data sets for different molecules, all I(V)-curves have first been normalized in the current scale. Apart from that, these are raw data. Upon visual inspection, a plateau around zero bias is visible for the AQ-MT data set (Fig. S15c,d), which is not there for AC-DT and AQ-DT. However, such a distinction should be checked to be independent of the observer. It is for that reason that we performed the data analysis by constructing 2D histograms. Clearly, it is also important to demonstrate that the final conclusions do not depend on the exact analysis method chosen. Hence, we use a different statistical treatment below, by first determining average I(V)’s for the entire batch and then calculating the corresponding $dI/dV$.

In all panels of Fig. S15, a red line represents the average of all I(V)-curves in the panel. In addition, a blue line represents an average of all curves, after each I(V)-curve has first been smoothed (the blue line is almost indistinguishable from the red line). In Fig. S16, we present the derivative of these two averaged I(V)-curves (again in red and blue, respectively) on a semi-log scale. For AC-DT and AQ-DT, these $dI/dV$’s display a parabolic shape. For AQ-MT, however, the blue and red lines display negative curvature at all voltages except near $V = 0$, where an anomaly is seen. It is instructive to compare these curves to the data sets obtained by the analysis method described above. For this reason, the set of $dI/dV$-curves that were represented in Figs. 1c (AC-DT), 3a (AQ-DT), 3b (AQ-MT) and S12 (AQ-MT, ’’broken tip’’) are also plotted in Fig. S16a, b, c, and d respectively (in black, each curve is 99% transparent). We see that the shape of the average curves (red, blue
Supplementary Figure S 13: a, c, e) typical raw I(V) traces for AQMT. b, d, f) $dI/dV$-traces based on the I(V)’s shown in a, c, e), respectively. The I(V)’s were first smoothed and then numerically differentiated.

...corresponds well with the individual curves, although there is some rounding off. For completeness, we note that logarithmic averaging of the absolute I(V)-curves leads to the same conclusions, i.e., a negative curvature and an anomaly is observed for AQ-MT, but not for AC-DT and AQ-DT. Finally we note that Coulomb blockade can also be ruled out.
Supplementary Figure S 14: a) typical raw I(V) trace for ACDT. b) $dI/dV$-trace based on the I(V) shown in a. The I(V) was first smoothed and then numerically differentiated from the full experimental dataset. If Coulomb blockade were the dominant effect behind the anomaly found for AQ-MT junctions, it should also be present in the other molecular junctions, which have the same length and hence lead to roughly the same capacitance. However, no anomaly is seen at all for AC-DT, AQ-DT, OPE3DT and OPE3MT junctions.
Supplementary Figure S 15: I(V)-curves, with the current normalized. In grey, we show all the measured raw I(V)-traces. The red line represents the linearly averaged raw traces; the blue line represents linear average of the traces after they have been smoothed with a 50 points window. a) for ACDT, b) for AQDT, c) for AQMT and d) for AQMT with a broken tip as explained above.
Supplementary Figure S 16: dI/dV curves a) for ACDT, b) for AQDT, c) for AQMT and d) for AQMT with a broken tip as explained above. In grey: all the raw I(V) traces after smoothing and numerical differentiation, on a semi log scale. Red (blue) lines: numerical derivative of the red (blue) lines in the corresponding panels in Fig. 15.
Calculations

Below we present our conductance calculations in more detail. Furthermore, we elaborate on the relationship between the transmission function $T(E)$ and $dI/dV$-curves.

Transmission calculations

The conductance is calculated using DFT in combination with a non-equilibrium Green function (NEGF) method as described in Ref. [9]. Our DFT-NEGF method is implemented in GPAW, which is a real space electronic structure code based on the projector augmented wave method [10, 11]. We use the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [12], and a $4 \times 4$ $k$-point sampling in the surface plane. The electronic wave functions are expanded in an atomic orbital basis [11]. All atoms are described by a double-zeta plus polarization (dzp) basis set. We initially relax the molecule and the two closest Au layers until the forces on the atoms are less than 0.05 eV/Å. In the relaxed configuration, the S-atoms bind to Au at a bridge site slightly shifted toward the hollow site.

Following the standard DFT-Landauer approach, we calculate the zero-bias transmission function,

$$T(E) = \text{Tr}[G^r(E) \Gamma_L(E) G^a(E) \Gamma_R(E)],$$

with $G^r(E) = (E S - H - \Sigma_L(E) - \Sigma_R(E))^{-1}$ being the retarded Green’s function for the junction (scattering region) described by the single-particle Hamiltonian $H$ and overlap matrix $S$, and where the semi-infinite electrodes are included through left and right self-energies, $\Sigma_{L,R}(E)$. The advanced Green’s function $G^a(E) = (G^r(E))^\dagger$, and $\Gamma_{L,R}(E) = i(\Sigma_{L,R}(E) - \Sigma_{L,R}(E)^\dagger)$. The low-bias conductance can finally be obtained from the Landauer formula, $G = (2e^2/h) T(E_F)$, where $E_F$ is the Fermi energy.

The DFT transmission for AC-DT, AQ-DT, and AQ-MT is shown in Figure S17.

Correction of HOMO-LUMO gap

It is well known that DFT is unable to accurately describe energy gaps and level alignment of molecules at surfaces [13]. To correct for this inability we use a self-energy correction scheme (DFT+$\Sigma$) that has recently been shown to predict conductance values in good
Supplementary Figure S 17: Transmission function vs. energy calculated with standard DFT + NEGF methods. The vertical bars mark the HOMO and HOMO-1 (to the left) and LUMO (to the right) positions. The qualitative shapes of the transmission functions are the same as for the DFT+Σ results shown in the main text, Fig. 2 (a) agreement with single-molecule experiments [14, 15]. In the DFT+Σ approach we initially correct the gas phase HOMO-LUMO gap. This is done by calculating the ionization potential (IP) and electron affinity (EA) from total energy calculation:

\[
\text{IP} = E(+e) - E(0) \\
\text{EA} = E(0) - E(-e),
\]

where \(E(0)\) is the total energy of the neutral molecule, \(E(+e)\) is the energy of the molecule with one electron removed (i.e. positively charged), and \(E(-e)\) is the total energy of the molecule with one extra electron on it. The gas phase HOMO-LUMO gap is calculated as \(\Delta E = \text{IP} - \text{EA}\). The calculated values are shown in Table SIV, \(\varepsilon_{LUMO}\), corresponding to the highest occupied and lowest unoccupied eigenstates. As shown in Table SIV, the corresponding HOMO-LUMO gaps, \(\Delta\varepsilon\), are significantly lower than the ones calculated from total energies, and the self-energy correction should thus shift the occupied states down in energy and the unoccupied states up in energy thereby opening the gap. When a molecule is brought close to a metallic surface, image charge interactions will further change the energy levels resulting in a shift of the occupied levels \textit{up} in energy and the unoccupied states \textit{down} in energy. From a simple electrostatic model [14] we get that the electrostatic interactions closes the HOMO-LUMO gap of \textbf{AC-DT} and \textbf{AQ-DT} by \(\Delta q = 1\) eV in total: 0.5 eV upward shift of the occupied and -0.5 eV downward shift of the unoccupied states. The
Supplementary Table S IV: Ionization potential (IP), electron affinity (EA), and corresponding HOMO-LUMO gap, $\Delta E$, obtained from total energy calculations. Kohn-Sham HOMO, $\varepsilon_H$, LUMO, $\varepsilon_L$ energy and corresponding gap, $\Delta \varepsilon$. In the DFT+$\Sigma$ method, the occupied (unoccupied) states are shifted by $\Sigma_{\text{occ}}$ ($\Sigma_{\text{unocc}}$). $T_0(E_F)$ is the pure DFT transmission values at the Fermi energy and $T_\Sigma(E_F)$ is the value obtained with the DFT+$\Sigma$ approach. All energies are given in units of eV.

electrostatic interaction is slightly larger for the OPEs because they are shorter, and we get a gap closing of $\Delta_q = 1.2$ eV in total. The resulting shifts of occupied states is then

$$\Sigma_{\text{occ}} = -\text{IP} - \varepsilon_H + \Delta_q/2 \quad (6)$$

and of the unoccupied states

$$\Sigma_{\text{unocc}} = \text{EA} + \varepsilon_L - \Delta_q/2. \quad (7)$$

The calculated values are shown in Table S IV. When comparing the DFT+$\Sigma$ transmissions in the main text, Fig. 2(a) with the pure DFT results in figure S17 we see that the effect of $\Sigma$ merely is to shift the occupied states down in energy and the unoccupied states up in energy. While the qualitative behaviour and the shape of the transmission functions are relatively unchanged the overall magnitude and quantitative details are changed. Previous studies [14, 15] have shown that DFT+$\Sigma$ yields better agreement with experiments.

Figure S18 shows the OPE transmissions calculated with the DFT+$\Sigma$ method.

d$I$/d$V$ curves

We calculate current-voltage relations from the low-bias transmission function. As discussed in the main text, we allow for an energy shift $\Delta E$ of the Fermi level. We also allow
Supplementary Figure S 18: Transmission function calculated with DFT+Σ for OPE-DT and OPE-MT.

for an asymmetric voltage drop at the left and right electrodes described by the parameter $\eta$. Based on previous finite bias DFT calculations\cite{10} on similar molecules, we use an estimated value of $\eta = 0.6$ for all the mono-thiols. The main conclusions are, however, independent of this specific choice. For the di-thiols we assume a symmetric voltage drop with $\eta = 1/2$.

The current is calculated using Landauer’s formula:

$$I(V) = \frac{2e}{h} \int_{-\infty}^{\infty} T(E + \Delta E) \{ f_L[V\eta] - f_R[V(\eta - 1)] \} dE,$$

where $f_{L/R}(V) = 1/\left[ \exp \left( \frac{E_F + eV}{k_B T} \right) + 1 \right]$ are the Fermi-Dirac distributions for the left and right contact. The $dI/dV$ curves are found by differentiation of (8). Results for AQ-MT and OPE-MT are shown in the main text (Fig. 4), while $dI/dV$ curves for AQ-DT, AC-DT, and OPE-DT are shown in figure S19 for various values of $\Delta E$.

The most important case is that of AQ-DT (left panel). Let us extend the discussion at the end of the main paper while inspecting Fig. S19. Just like for AQ-MT (see Fig. 4a), we see that for AQ-DT, the shape of the $dI/dV$ curves depends strongly on the energy shift $\Delta E$. For $\Delta E = -0.7$ eV, the calculations of $dI/dV$ yield a clear zero-bias anomaly for AQ-DT. The reason is that in that case, the dip in the transmission function $T(E)$ lies very close to the Fermi level (in the section below, we go into this more generally). However, for other values of $\Delta E$, the shape of the $dI/dV$ curves tends towards a parabola-like curve. The latter is in correspondence with our measurements in Fig. 3a, where we find a strongly suppressed conductance for AQ-DT (with respect to AC-DT), but no zero-bias anomaly. In other words, although both AQ-DT and AQ-MT exhibit quantum interference, the zero-bias anomaly is only visible for AQ-MT, since for that molecule the transmission dip is much
closer to $E_F$.

Of course, we need to consider the question why the transmission minimum is shifted to different positions for AQ-DT and AQ-MT. This is explained by the fact that AQ-DT junctions comprise two Au-S dipoles, whereas AQ-MT junctions have only one. The accompanying charge transfer results in a higher upward energy shift for the transmission function of AQ-DT than for AQ-MT (by $\approx 0.2$ eV in our calculations). Hence, in AQ-DT, the transmission dip is positioned more above $E_F$. Consequently, no anomaly shows up in $dI/dV$-curves as illustrated in Fig. S19. Interestingly, the inherent difference in charge transfer for AQ-DT and AQ-MT implies that it is very unlikely to see a zero-bias anomaly in the $dI/dV$-curves of both AQ-DT and AQ-MT.

Supplementary Figure S 19: $dI/dV$ -curves calculated from the transmission function shifted by $\Delta E = 0.0$ eV (black) $\Delta E = 0.5$ eV (blue) and $\Delta E = -0.5$ eV (red), relative to the Fermi energy. In the case of AQ-DT (left panel), we also show the result for $\Delta E = -0.7$ eV to illustrate that a $dI/dV$ dip similar to that experimentally seen for AQ-MT could in principle be observed for AQ-DT, with a larger energy shift. In order to simulate the experimental situation with multiple molecules in contact with the AFM tip, the DFT+$\Sigma$ transmission functions have been multiplied by a factor of 100.

**Relationship between $dI/dV$ curves and the position of the minimum in $T(E)$**

In the previous section, we stated that an anti-resonance in $T(E)$ leads to an anomaly in $dI/dV$ only if this anti-resonance is situated near the Fermi level. Here, we discuss this
relationship further, first mathematically, then with a model calculation.

Mathematically, the relation between \( \frac{dI}{dV} \) and \( T(E) \) can be written (using the Landauer formula at \( T = 0K \)) as:

\[
\frac{dI}{dV} = \frac{2e^2}{h}(\eta T(E_F + \eta eV) + (1 - \eta)(T(E_F - (1 - \eta)eV)))
\]

where \( \eta \) expresses the symmetry of the junction (\( \eta = 0.5 \) for a symmetric junction).

As a first consequence, symmetric \( \frac{dI}{dV} \)-curves are necessarily obtained for symmetrically coupled molecules, irrespective of the (a)symmetry of \( T(E) \) around the Fermi level \( E_F \). This is easily seen by inserting \( \eta = 0.5 \) into the formula above, and interchanging +V and -V.

Indeed, from eq. \( \ref{eq:9} \), we can also see that if the dip in \( T(E) \) is located at or near \( E_F \), the \( \frac{dI}{dV} \)-curves will show a zero-bias anomaly. However, if the anti-resonance of \( T(E) \) does not lie close to \( E_F \), no dip will be observed in \( \frac{dI}{dV} \). To understand this, let us suppose the transmission dip is significantly above \( E_F \), at a distance \( \delta E \). Then, it will come inside the bias window at a bias voltage \( eV = \delta E/\eta \). At this voltage, the first term in the expression will obviously become very small. However, there is still the second term (the negative border of the bias window), which will not be small at all (cf. Fig. 2a and note the logarithmic scale). Hence, the second term will dominate the conductance and the dip is washed out. We note that this reasoning also holds if the dip in \( T(E) \) is below \( E_F \), provided the molecular junctions are nearly-symmetrically coupled. Only if the asymmetry is very strong (\( \eta = 0 \) or \( \eta = 1 \)), one could probe a dip at non-zero biases. However, this limit is only attained under strong tunnelling conditions and it is not relevant for the junctions considered here. For our experiments, we have \( \eta \) between symmetric (0.5, for dithiols) and moderately asymmetric (0.6, monothiols).

To further illustrate this, we make use of a model tight binding calculation of \( T(E) \). In Figure S20 (left panel), we show three transmission functions, that differ only by a shift in energy. Three cases are chosen: one in which the minimum of \( T(E) \) is exactly at \( E_F \) (red), one where it is 0.4 eV below \( E_F \) (black), and one where it is 0.2 eV above \( E_F \). The peaks where \( T(E) = 1 \) correspond to the position of the HOMO and LUMO resonances. The resulting \( \frac{dI}{dV} \)-curves are shown in the right panel of figure S20 (same colour coding). These \( \frac{dI}{dV} \)-curves have been calculated from formula \( \ref{eq:8} \) using asymmetry parameters of \( \eta = 0.5 \) (full line) and \( \eta = 0.6 \) (dashed line). These values correspond to voltage drop occurring symmetrically and slight asymmetrically over the molecule, respectively. The
symmetric choice applies to our dithiol bonded junctions while the slightly asymmetric corresponds to our monothiol bonded junctions. The value $\eta = 0.6$ is estimated on basis of first-principles finite bias calculations for similar molecular junctions [16].

Supplementary Figure S 20: Left panel: Calculated transmission function for a model tight binding calculation. The three curves shown are similar, but the transmission minimum is shifted in energy with respect to $E_F$, i.e., by $-0.4$ eV (black), 0 eV (red) and $+0.2$ eV (blue), respectively. The right panel shows the corresponding $dI/dV$ curves (same colour coding). They have been obtained from equation 8 assuming a symmetric junction with $\eta = 0.5$ (full line) and slightly asymmetric junction with $\eta = 0.6$ (dashed line), respectively.

It is clear from figure S20 that the characteristic V-shape in the $dI/dV$, observed for AQ-MT in Fig. 3 of the main paper, only appears when the transmission node is positioned close to the Fermi energy. When the transmission node appears below or above the Fermi energy, the shape of the $dI/dV$ is parabola-like, similar to that observed for the conjugated molecules OPE3 and AC, see Figs. 3c-d and Fig. 1c. This shows that the presence of QI is a necessary but not a sufficient condition for observing a dip in the $dI/dV$ curve. In particular it shows that in cases where the transmission dip lies away from the Fermi energy, destructive QI would reveal itself as a strong reduction of the numerical value of the conductance rather than a qualitative effect on the $dI/dV$-curve. This is indeed what we observe experimentally for AQ-DT.
3-site model

We shall now show that the two different paths in the three site model have a phase difference of $\pi$, and thus contribute with different signs. The three-site model derived from localized molecular orbitals (LMOs) is shown in figure S 21 with the LMO on-site energies and hopping parameters indicated.

Supplementary Figure S 21: Three-site model with on-site energies and hopping parameters indicated. For the calculations in Fig. 2 in the main text we use $\varepsilon_0 = -1.2\,\text{eV}$, $\varepsilon_1 = 2.1\,\text{eV}$, $\alpha = 0.04\,\text{eV}$, $\beta = 0.24\,\text{eV}$, and $\gamma = 0.4\,\text{eV}$.[17]

Since only the left and right orbitals couple to the left and right electrodes, respectively, the coupling matrices $\Gamma_{L,R}$ in Eq. (3) have the shapes

$$
\Gamma_L = \begin{pmatrix} 
\gamma & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 
\end{pmatrix}, \quad \Gamma_R = \begin{pmatrix} 
0 & 0 & 0 \\
0 & \gamma & 0 \\
0 & 0 & 0 
\end{pmatrix},
$$

(10)

where we have assumed that the coupling is energy independent (the wide band limit approximation). From the general transmission formula (3) we then get

$$
T(E) = \gamma^2 |G_{12}(E)|^2,
$$

(11)

so the transmission is determined by the (1,2) matrix element of the Green’s function. Physically this quantity describes the propagation of an electron from site ’1’ (left) to site ’2’ (right). The 3-site Hamiltonian may be written as $H = H_0 + V$, where

$$
H_0 = \begin{pmatrix} 
\varepsilon_0 & 0 & 0 \\
0 & \varepsilon_0 & 0 \\
0 & 0 & \varepsilon_1 
\end{pmatrix}
$$

(12)
is the on-site Hamiltonian and
\[
V = \begin{pmatrix}
0 & \alpha & \beta \\
\alpha & 0 & \beta \\
\beta & \beta & 0
\end{pmatrix}
\]
(13)
is the coupling between the sites. We now consider the two routes separately and set \(\alpha = 0\) for the upper route and \(\beta = 0\) for the lower route, respectively. Treating \(V\) as a perturbation we may obtain the full Green’s function from the Dyson equation
\[
G = G_0 + G_0 V G,
\]
(14)
where \(G_0(E) = (E I - H_0 - \Sigma_L - \Sigma_R)^{-1}\), and the self energy matrices are related to the \(\Gamma\)-matrices by \(\Gamma_{L,R}(E) = i(\Sigma_{L,R}(E) - \Sigma_{L,R}(E)^\dagger)\). For the lower route we iterate the Dyson equation (14) once to get the lowest order contribution and find
\[
G_{\text{lower}}^{1,2} = \frac{\alpha}{(E - \varepsilon_0 + i\gamma/2)^2}.
\]
(15)
Taking the upper route we need to iterate the Dyson equation twice (since there are two hops from left to right) and get
\[
G_{\text{upper}}^{1,2} = \frac{\beta^2}{(E - \varepsilon_0 + i\gamma/2)^2(E - \varepsilon_1)}.
\]
(16)
Taking the ratio of the two contributions
\[
\frac{G_{\text{upper}}^{1,2}}{G_{\text{lower}}^{1,2}} = \frac{\beta^2(E - \varepsilon_1)}{\alpha}
\]
(17)
we observe that for energies \(E < \varepsilon_1\) the ratio has a negative sign showing that the two paths have a phase difference of \(\pi\). Since the transmission depends quadratically on the Green’s function element, the transmission through the three-site model is to leading order given by
\[
T(E) = |\sqrt{T_{\text{upper}}} - \sqrt{T_{\text{lower}}}|^2.
\]
(18)
for energies \(E < \varepsilon_1 \approx E_{\text{LUMO}}\).


[18] WinSpec 2.09, developed at Laboratoire Interdépartemental de Spectroscopie Electronique, Namur, Belgium