Recognizing Food Places in Egocentric Photo-Streams Using Multi-Scale Atrous Convolutional Networks and Self-Attention Mechanism
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ABSTRACT Wearable sensors (e.g., lifelogging cameras) represent very useful tools to monitor people’s daily habits and lifestyle. Wearable cameras are able to continuously capture different moments of the day of their wearers, their environment, and interactions with objects, people, and places reflecting their personal lifestyle. The food places where people eat, drink, and buy food, such as restaurants, bars, and supermarkets, can directly affect their daily dietary intake and behavior. Consequently, developing an automated monitoring system based on analyzing a person’s food habits from daily recorded egocentric photo-streams of the food places can provide valuable means for people to improve their eating habits. This can be done by generating a detailed report of the time spent in specific food places by classifying the captured food place images to different groups. In this paper, we propose a self-attention mechanism with multi-scale atrous convolutional networks to generate discriminative features from image streams to recognize a predetermined set of food place categories. We apply our model on an egocentric food place dataset called “EgoFoodPlaces” that comprises of 43,392 images captured by 16 individuals using a lifelogging camera. The proposed model achieved an overall classification accuracy of 80% on the “EgoFoodPlaces” dataset, respectively, outperforming the baseline methods, such as VGG16, ResNet50, and InceptionV3.

INDEX TERMS Food places recognition, scene classification, self-attention model, atrous convolutional networks, egocentric photo-streams, visual lifelogging.

I. INTRODUCTION

Overweight and obesity yield many major risk factors for chronic diseases, including diabetes, cardiovascular diseases and cancer. According to the statistics given by WHO,1 the obesity rate has nearly tripled since 1975. In 2016, more than 1.9 billion adults with age 18 years and older were counted overweight through the world, out of which 650 million were obese [1], [2]. Comparing the death reason of people shows that overweight and obesity kill more people than underweight and malnutrition [3]. Therefore, the concern of the preventing obesity is highly demanding in developed countries. On the other hand, the cost of health services caused by overweight and obesity are increasing for the government every year to billions of dollars [4]. For example, the obesity medical cost in Europe was estimated at around

1http://www.who.int/news-room/fact-sheets/detail/obesity-and-overweight
€81 billion per year in 2012. In keeping with the WHO estimates on obesity expenditure, this was 2%–8% of the total national expenditure in the 53 European countries [5].

Food environment, adverse reactions to food, nutrition, and physical activity patterns are relevant aspects for the health care professional to consider when treating obesity. Recent studies have shown that 12 cancers are directly linked to overweight and obesity². The food that we eat, how active we are and how much we weigh have a direct influence on our health. Thus, by observing unhealthy diet patterns, we can create a healthy diet plan that can play a major role in our fight against obesity and being overweight. Therefore, diet patterns are important key factors that have to be analyzed for preventing overweight and obesity.

Conventional nutrition diaries are not good enough for tracking the lifestyle and food patterns properly, since they need a huge amount of human interaction. Nowadays, mobiles phones are also used to keep track of ones diet by keeping a record of food intake and their respective calories. However, this is done by taking the photos of the dishes, which can make people uncomfortable³. For this reason, we need an automatic system that can correctly record the user food patterns and help to analyze the lifestyle and nutrition as well. To track the food patterns, we need to answer about three questions: where, how long and with whom the person is eating. These answers can discover the details of people nutritional habits, which can help to improve their healthy lifestyle and prevent the overweight and obesity.

In this work by analyzing daily user information captured by a wearable camera, we focus on the places or environment that users are commonly eating in, which is also called “food places”.

Recording daily user information by the traditional camera is difficult. Therefore, we prefer to use wearable cameras, such as life-logging camera, being able to collect daily user information (see Figure 1). These cameras are capable of frequently and continuously capturing images that record visual information of our daily life known as “visual life-logging”. It can collect a huge number of images by non-stop image collection capacity (1-4 per minute, 1k-3k (1k = 1000) per day and 500k-1000k per year). These images can create a visual diary with activities of the person life with unprecedented details [6]. The analysis of egocentric photo-streams (images) can improve the people lifestyle by analyzing social pattern characterization [7] and social interactions [8], as well as generating storytelling of first-person days [6]. In addition, the analysis of these images can greatly affect human behaviors, habits, and even health [9]. One of the personal tendencies of people is food events that can badly affect their health. For instance, some people get hungrier if they continuously see and smell food, consequently they end up eating more [10], [11]. Also, it is well-known that people going to shop hungry, buy more and less healthy food. Thus, monitoring the duration of food intake and the time people spend in food-related environment can help them get aware of their habits and improve their nutritional behavior.

The motivation behind this research is two-fold. Firstly, using a wearable camera is to capture images related to food places, where the users are engaged within foods (see Figure 1). Consequently, these images of visual life-logging
can give a unique opportunity to work on food pattern analysis from the individual’s viewpoint. Secondly, the analysis of everyday information (entering, exiting and time of stay as shown in Figure 2) of visited food places can enable a novel healthcare approach that can help to manage better diseases related to nutrition, like obesity, diabetes, heart diseases, and cancer.

This work is a progression of our previous work proposed in [12] and our main contributions can be summarized as follows:

- Design and development of a novel attention-based deep network based on the multi-scale Atrous convolutional networks [12], called MACNet with self-attention (MACNet+SA) for improving classification rate of food places.
- Application of the MACNet+SA model to treat a sequence of images for food events analysis.

The paper is organized as follows. Section 2 discusses the related works of places or scene classification. The proposed attention-based deep network architecture is described in Section 3. The experimental results and discussions are illustrated in Section 4. Finally, section 5 shows the conclusions and future work.

II. RELATED WORKS

Early work of places or scene recognition in conventional images has been discussed in the literature by applying classical approaches [13]–[16]. The traditional scene classification methods can be classified into two main categories: generative models and discriminative models. Generative models are generally hierarchical Bayesian systems to characterize a scene, which can represent different relations in a complex scene [17]–[19]. Discriminative models are to extract dense features of an image and encode the features into a fixed length description to build a reasonable classifier for scene recognition [20], [21]. The discriminative classifiers, such as logistic regression, boosting and Support Vector Machine (SVM) were widely adopted for scene classification [22]. In [23], the authors recognized 15 different categories of outdoor and indoor scenes by computing histograms of local features of image parts. In turn, [24] proposed a scene classification method for indoor scenes (i.e., total 67 categories of scenes; 10 of them are related to food places). The method is based on a combination of local and global features of the input images.

Recently, the Convolutional Neural Networks (CNNs) have shown fruitful applications to digits recognition. CNNs have become a more powerful tool after introducing AlexNet [25] based on the large-scale dataset called “ImageNet” [26]. Afterwards, the history of CNN evolution began with many breakthroughs, such as VGG16 [27], Inception [28] and ResNet50 [29]. The era of places classification turned into new dimensions after introducing two large-scale places datasets, Places2 [30] and SUN397 [31] with millions of labeled images. The combination of using deep learning models with large-scale dataset outperforms the traditional scene classification methods [32].

An overall of the state-of-the-art places or scene classification based on deep networks has been discussed in a review article presented in [32]. However, the performance of scene recognition challenges shown in [32] has not achieved the same level of success as object recognition challenges [26]. This outcome showed the difficulty of the general classification problem between scene and object level, as a result of large different places surroundings people (e.g., 400 places in Places2 dataset [32]). Zheng et al. [33] proposed a probabilistic deep embedding framework for analyzing scenes by combining local and global features extracted by a CNN network. In addition, two separate networks called “Object-Scene CNNs” proposed in [34], in which a composed model of ‘object net’ and ‘scene net’ for aggregating information from the outlook of objects performs scene recognition. The two networks were pre-trained on the ImageNet dataset [26] and Places2 dataset [32], respectively. Indeed, many of deep architectures were evaluated on these datasets based on the conventional images. None of them is tested on the egocentric images that themselves represent a challenge for image analysis.

Recently, egocentric image analysis is a very promising field within computer vision for developing algorithms for understanding the first person personalized scenes. Many classifiers were used to classify 10 different categories of scenes based on egocentric videos [35]. They trained the classifiers by using One-vs-All cross-validation. In addition, a multi-class classifier with a negative-rejection technique was proposed in [36]. Both works [35], [36] considered
only 10 categories of scenes, 2 of them are related to food places (i.e., kitchen and coffee machine). Moreover, some places related to food and type of food are classified in [37] and [38] by using conventional images from the Places2 and CuisineNet dataset [32], [38].

In our previous work [12], we introduced a deep network named “MACNet” based on atrous convolutional networks [39] for food places classification. The MACNet model is based on a pre-trained ResNet and works on images without using any time dependence [12]. In addition, food places recognition is still a challenge due to the big variety of food places environments in real-world, and the wide range of possibilities of how a scene can be captured from the person’s point of view. Therefore, we re-define our problem based on the relevant temporal intervals (period of stay time). This period is divided into a set of events that is a sequence of correlated egocentric photos. A self-attention deep model will then be used to classify these events. To the best of our knowledge, this is the first work on the food places pattern classification based on an event of a stream of egocentric images in order to create intelligent tools for food-related environment monitoring.

### III. PROPOSED APPROACH

Recently, the Recurrent Neural Network (RNN) and attention-based models are widely used in the fields of Natural Language Processing (NLP), such as [40] for image captioning [41], for video captioning [42], and for sentiment analysis [43], [44]. In these approaches, a query vector is commonly used, which contains relevant information (i.e., in our case it is image-level features) for generating the next token in order to pick relevant parts of the input as supplementary context features. The attention models can be classified into two categories [41], namely local (hard) and global (soft) attention. The hard attention selects only a part of input, which is non-differentiable that needs a more complex algorithm, such as variance reduction or reinforcement learning to train.

In turn, the soft attention is based on a softmax function to create a global decision on all parts of the input sequence. In addition, back-propagation is commonly used for training the attention models with both mechanisms in various tasks.

One of the effective soft-attention models is a self-attention mechanism [45] with no extra queries. The self-attention mechanism can easily estimate the attention scores based on a self-representation. In this work, our attention model follows the self-attention scheme, where features extraction from the input images is done using the pre-trained MACNet model. LSTM cells are used to compute the attention scores. That is done by feeding these image-level features to an attention module to generate event-level features that the prediction module uses to classify the input event.

#### A. NETWORK ARCHITECTURE

The main framework of our proposed attention-based model for food places classification is illustrated in Figure 3. The proposed model consists of three major modules: features extraction, attention and prediction modules.

The feature extraction module is based on the MACNet [12] model that is fed by one input image from a food place event, see Figure 4. In MACNet [12], the input image is scaled into five different resolutions (i.e. the original image with four different resolutions with a scale value of 0.5). The original input image resolution, $I$ is $224 \times 224$ (i.e. standard input size of residual network [29]). The five scaled images are fed to five blocks of an atrous convolutional networks [39] with three different rates (in this work, we used rates = 1, 2, and 3) to extract the key features of the input image in a multi-scale framework. In addition, four layers (blocks) of pre-trained ResNet101 are used sequentially to extract 256, 512, 1024 and 2048 feature maps, respectively as shown in Figure 4. Each feature maps extracted by an atrous convolutional block is concatenated with the corresponding ResNet block to feed the subsequent block. Finally, the features
obtained from the fourth ResNet layer are the final features used to describe the input image.

In the second step, a Long Short-Term Memory (LSTM) unit (LSTM cell) [46] is applied designed to learn long-term dependencies features of all images per event. This unit consists of a number of LSTM cells. Figures 5 illustrates the LSTM cells properties. A classical LSTM cell consists of three sigmoid layers: a forget gate layer, an input gate layer, and an output gate layer. The three layers determine the information to flow-in and flow-out at the current time step. The mathematical definitions of these layers can be defined as:

$$F_t = \sigma(W_F[h_{t-1}, x_t] + b_F),$$  
$$I_t = \sigma(W_I[h_{t-1}, x_t] + b_I),$$  
$$O_t = \sigma(W_O[h_{t-1}, x_t] + b_O),$$

where, $\sigma$ represents the sigmoid function, $x_t$ is the input features vector at time $t$, $h_{t-1}$ is the output state of the LSTM cell at the previous step at time $t-1$, $F_t$, $I_t$, and $O_t$ are the outputs of the three gates layers at time $t$, $W_j$ and $b_j$ are a weight matrix and a bias scalar for a layer, where $j$ is for $F$, $I$ or $O$ layers. For updating the cell state, the LSTM cell also needs a $tanh$ layer to create a vector of new candidate values, $\tilde{C}_t$, which can be computed after the information coming from the input gate layer by:

$$\tilde{C}_t = tanh(W_C[h_{t-1}, x_t] + b_C),$$

where $W_C$ and $b_C$ are a weight matrix and a bias scalar for the $tanh$ layer. The old cell state, $C_{t-1}$, to the new cell state, $C_t$ can be updated by combining the outputs of the forget and the input gate layers by:

$$C_t = F_t \cdot C_{t-1} + I_t \cdot \tilde{C}_t$$

Finally, the output state of the LSTM cell is:

$$h_t = O_t \cdot tanh(C_t).$$

In our model, the outputs of the MACNet model are the features extracted from the input images of an event $x_0, x_1, \cdots, x_T$. These features are fed to a set of LSTM cells, for capturing additional context dependencies features. Assume we have $T$ number of LSTM cells, $\{LSTM_1, \cdots, LSTM_T\}$, $LSTM_t \in \mathbb{R}^H$, where $T$ is the number of images and $H$ is the dimension of the extracted features vector. The output features of the LSTM cells are sequentially fed to an attention module in order to ensure that the network is able to increase its sensitivity to the important features, and suppress less useful features. The attention module will be learned how to average image-level features in a weighted manner. The weighted average is obtained by weighting each image-level features by a factor of its product with a global attention vector. The features vector of each image and the global attention vector will be trained and learned simultaneously using a standard back-propagation algorithm. In our proposed model, we use the dot product between global attention vector $V$ and image-level feature
The global attention vector, \( V \in \mathbb{R}^H \) is initialized randomly and learned simultaneously by the network. To construct image-level features for different food-places events, the global attention vector, \( V \) can learn the general pattern of the event relevance of images. The architecture of the global self-attention mechanism is shown in Figure 6. Multiple information of successive images is aggregated into a single event-level vector representation with attention. The attention mechanism computes a weighted average over the combined image-level features vectors, and its main job is to compute a scalar weight to each of them. For constructing the final event-level representation, it is also not differentiated whether the images belong to the target event or any other events.

The attention module measures a score, \( S_t \) for each image-level features \( \text{LSTM}_t \) and normalizes it by a softmax function as follows:

\[
S_t = <V, \text{LSTM}_t>.
\]

The global attention vector, \( V \in \mathbb{R}^H \) is initialized as a score of the \( t \)-th image. Thus this score can be computed as:

\[
S_t = <V, \text{LSTM}_t>.
\]

(7)

The global attention vector, \( V \in \mathbb{R}^H \) is initialized randomly and learned simultaneously by the network. To construct image-level features for different food-places events, the global attention vector, \( V \) can learn the general pattern of the event relevance of images. The architecture of the global self-attention mechanism is shown in Figure 6. Multiple information of successive images is aggregated into a single event-level vector representation with attention. The attention mechanism computes a weighted average over the combined image-level features vectors, and its main job is to compute a scalar weight to each of them. For constructing the final event-level representation, it is also not differentiated whether the images belong to the target event or any other events.

The attention module measures a score, \( S_t \) for each image-level features \( \text{LSTM}_t \) and normalizes it by a softmax function as follows:

\[
\alpha_t = \frac{\exp(S_t)}{\sum_{t=1}^{T} \exp(S_t)},
\]

where \( \alpha \) is the probabilistic heat-map. Thus, the image-level features \( \text{LSTM}_t \in \mathbb{R}^H \) are then biased by the corresponding attention scores. The final event-level features, \( h \) are the element-wise weighted average of all the image-level features defined as:

\[
h = \sum_{t=1}^{T} \alpha_t \text{LSTM}_t,
\]

where \( h \) is the event-level features that will be used to automatically train the prediction module to predict the events of a period of stay in a food-place. There are various type of the prediction modules available in the literature. In this work, a fully connected neural network is used as a multi-label event prediction module:

\[
\hat{y}^n = p(y^n|h) = \frac{1}{1 + e^{-(w^nh + b^n)}} \in [0, 1],
\]

where \( \hat{y}^n \) is the predicted label, \( y^n \) is the ground-truth of the \( n \)-th event, \( n = 1 \) to \( N \), \( N \) is the total number of events samples, and \( w^n \) and \( b^n \) are the classification weight and biasing parameters, respectively, for predicting the \( n \)-th event. The whole model trained end-to-end by minimizing the multi-label classification loss is given by:

\[
\ell = -\frac{1}{N} \sum_{n=1}^{N} E(y^n, \hat{y}^n),
\]

(11)

where \( E \) is the cross-entropy function.

IV. EXPERIMENTAL RESULTS

A. EGOFOODPLACES DATASET

Initially, we employed the egocentric dataset “EgoFoodPlaces” in our previous work [12]. However, in this work, “EgoFoodPlaces” was modified by adding more images. As well as, each class contains a set of events (i.e. a sequence of images) instead of still images. Our egocentric dataset, “EgoFoodPlaces”, was constructed by 16 users using a lifelogging camera (i.e., narrative clip 2,\(^4\) which has an image resolution of 720p and 1080p by a 8-megapixel camera with an 86-degree field of view and capable of record about 4,000 photos or 80 minutes of 1080p video at 30fps. Figure 1 shows some example images from the “EgoFoodPlaces” dataset. The user fixed the camera to his/her chest from morning to night before sleeping for capturing the visual information about his/her daily environment. Thus, sets of egocentric photo-streams (events) exploring the users daily food patterns (e.g. a person spends a specific time in a food-place, such as restaurant, cafeteria, coffee shop, etc.) were captured, see Figure 2. Every frame of a photo-stream is recording first-person personalized scenes that will be used for analyzing different patterns of the user lifestyle.

However, in “EgoFoodPlaces”, the captured images have different challenges, such as the blurriness (the effect of the user’ motion), black, ambiguous and occluded images (occluded by the user hand or other body parts) during the streaming, which is not good for the entire system. All these challenges reduce the accuracy rate of a recognition system. Therefore, some pre-processing techniques are necessary to be applied to refine the collected images.

For removing the blurry images, we compute the blurriness amount in each image using the variance of the Laplacian. The blurriness amount is calculated by a pre-defined threshold (i.e. in this work, the threshold value is set to 500). If the variance is lower than the threshold, then the image is considered blurry. Particularly, if the image contains high variance, the image has a widespread response of both edge-like and non-edge indicating to an in-focus image. In turn, if the variance is low, the image has a tiny spread of responses specifying that the number of edges appearances in the image is very small and the image is blurred.

In turn, for removing the black, ambiguous and occluded images from our dataset, the K-Means clustering algorithm was used with \( K = 3 \) (i.e., red, green and blue). If 90% of the pixels of an image are clustered to a dominant color, we consider that the image is not informative enough, and it is eliminated from the dataset.

\(^4\)http://getnarrative.com/
Moreover, the “EgoFoodPlaces” dataset has some unbalanced classes. However, it is not possible to make it a balanced dataset by reducing images from other classes, since some classes have a very small number of images. The classes with few images are usually related to some food places that the users do not spend much time at them (e.g. butchers shop). In turn, some classes of a big number of images are related to places with rich visual information that refer to daily contexts (e.g. kitchen, supermarket), or places, where people spend more time (e.g. restaurant). We labeled our dataset by taking the reference classes names related to food scenes of the public Places2 dataset [32]. Initially, we chose 22 common food-related places that people often visited for our dataset. The food-related places that user visited very rarely (e.g. beer garden), were excluded from our dataset. Finally, the 16 users recorded their period of stay (the exact time) in any food place visited during capturing the photo-streams. Afterwards, we created the events of each class by selecting the maximum correlated frames from that period. The period of stay is divided to a set of events. Each event is around 10 seconds. We select 10 seconds, because we need to keep the similarity between the consequent frames. Since our wearable camera is adjusted to capture one frame per second, one event will contain 10 consequent frames. For instance, assume a user visited a bar for 10 minutes. Thus, for a minute, we will have 6 events (60 seconds/10 seconds) and 60 events for the whole 10 minutes. The 22 classes of food places in “EgoFoodPlaces” are illustrated in Table 1.

For the training, the dataset was split into three subsets: train (70%), validation (10%) and test (20%). The images of each set were not randomly chosen to avoid taking similar images from the same events. Thus, we split the dataset based on event information in order to make the dataset more robust to train and validate the models.

### B. EXPERIMENTAL SETUP

The proposed model was implemented in Pytorch [48]: an open source deep learning library. The Adam [49] algorithm is used for model optimization. The “step” learning rate policy [50] is used with the base learning rate of 0.001 with 20 as a step value. For the LSTM cells, we used hidden size of 2048 that is similar to the output size of the MACNet feature. The number of layers is 6 and the dropout rate is 0.3. In turn, for self-attention, 22 layers are used for getting the attention score of 22 classes (number of classes in “EgoFoodPlaces”). In addition, data augmentation is applied for increasing the dataset size and variation. We performed random crop, image brightness and contrast change with 0.2 and 0.1, respectively. We also use image translation of 0.5, a random scale between 0.5 and 1.0, and random rotation of 10 degrees. The batch size is set to 64 for training with 100 epochs. The experiments are executed on NVIDIA GTX1080-Ti with 11 GB memory taking around one day to train the network. All the above parameters are used for testing the model as well.

### C. EVALUATION

In order to evaluate the proposed MACNet+SA model quantitatively, we compared it with the state-of-the-art in terms of the average $F_1$ score, and the classification accuracy rate. The $F_1$ score can be defined as:

$$F_1 \text{ score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}.$$  (12)
where precision is the number of true positives divided by the total numbers of actual results, and computed as:

$$\text{Precision} = \frac{\text{True positive}}{\text{True positive} + \text{False positive}}.$$  \hspace{1cm} (13)

In turn, recall is the number of true positives divided by the total number of predicted results by the classifier, and computed as:

$$\text{Recall} = \frac{\text{True positive}}{\text{True positive} + \text{False negative}}.$$  \hspace{1cm} (14)

### D. RESULTS AND DISCUSSIONS

In this section, we have compared the proposed MACNet+SA model with four baseline methods: three common classification methods, VGG16 [27], ResNet50 [29], InceptionV3 [47], and the fourth one is our previous work (MACNet [12]) for both validation and test sets.

Table 2 shows the average $F_1$ score of the proposed model, MACNet+SA, and the four tested methods with the 22 classes of “EgoFoodPlaces”. As shown, MACNet+SA yielded the highest average $F_1$ score of 0.86 and 0.80 for both validation and test sets, respectively. In addition, MACNet+SA achieved the highest $F_1$ score with the majority of classes in the two sets. In turn, our previous method, MACNet provided acceptable average $F_1$ score of 0.79 and 0.73 with the validation and test sets, respectively, which is higher than the other three methods, VGG16, ResNet50 and InceptionV3. The InceptionV3 achieved average $F_1$ score comparable with MACNet with 0.72, and 0.66 on the two sets. In turn, ResNet50 and VGG16 yielded similar average $F_1$ score of about 0.65.

For the validation set, with 13 out of 22 classes, MACNet+SA yielded the highest $F_1$ score. In turn, with 6 out of 9 remaining classes, the predecessor MACNet achieved the highest $F_1$ score. While for candy store and pub indoor classes ResNet50 had the highest $F_1$ score. For the ice cream parlor class, InceptionV3 model yielded the highest $F_1$ score. In turn, VGG16 achieved the lowest $F_1$ score among the five tested methods for all classes.

For the test set, the proposed MACNet+SA yielded the highest $F_1$ score with 16 out of 22 classes. In turn, the predecessor model MACNet achieved the highest $F_1$ score in 5 out of 6 remaining classes. In turn, the InceptionV3 yielded the highest $F_1$ score for the ice cream parlor class. In addition, both VGG16 and ResNet50 models achieved lower $F_1$ score than the rest of the tested models for all classes.

The proposed MACNet+SA yielded an average improvement of 7% and 8% in terms of the average $F_1$ score with the validation and test sets, respectively in a comparison of the second best state-of-the-art i.e., its predecessor MACNet. In some places like bar, cafeteria, picnic area, pizzeria and other places that need a sequence of images to describe them, MACNet+SA yielded a significant improvement of more than 10%. However, with some classes, such as butchers shop, dining room, market indoor and market outdoor, MACNet provided higher results than MACNet+SA showing that these type of places might not need to describe them with a sequence of images, and still images are able to describe these places.

In turn, Table 3 shows a comparison between the proposed MACNet+SA model with MACNet VGG16, ResNet50 and InceptionV3 in terms of Top-1 and Top-5 classification.
FIGURE 7. The confusion matrices of (a) validation and (b) test sets of the EgoFoodPlaces dataset for evaluating our proposed model.

TABLE 3. Average Top-1 and Top-5 classification accuracy of VGG16 [27], ResNet50 [29], InceptionV3 [47], MACNet [12] and the proposed MACNet+SA model using both validation and test sets from EgoFoodPlaces dataset.

<table>
<thead>
<tr>
<th>Models</th>
<th>Validation Top-1</th>
<th>Validation Top-5</th>
<th>Test Top-1</th>
<th>Test Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>0.66</td>
<td>0.87</td>
<td>0.62</td>
<td>0.86</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.68</td>
<td>0.91</td>
<td>0.65</td>
<td>0.90</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>0.72</td>
<td>0.91</td>
<td>0.66</td>
<td>0.88</td>
</tr>
<tr>
<td>MACNet</td>
<td>0.79</td>
<td>0.90</td>
<td>0.72</td>
<td>0.89</td>
</tr>
<tr>
<td>MACNet+SA</td>
<td>0.86</td>
<td>0.93</td>
<td>0.80</td>
<td>0.92</td>
</tr>
</tbody>
</table>

accuracy rates on both validation and test sets. It shows that MACNet+SA achieved the highest Top-1 and Top-5 accuracy rates with the two sets. Regarding the validation set, MACNet+SA yielded an improvement of 7% and 2% in terms of top-1 and top-5 rates, respectively, higher than the MACNet model achieving the highest classification rate among the four test models. In turn, for the test set, MACNet+SA yielded an improvement of 8% and 2% with top-1 and top-5 rates, respectively.

Furthermore, Figure 7 shows a confusion matrix of the 22 classes of the EgoFoodPlaces dataset with the validation and test sets. The confusion matrix in Figure 7-(a) shows that the proposed model, MACNet+SA, with the validation set, was able to correctly classify the food-places events in most of the classes. However, it misclassifies events from a class to another. For example, MACNet+SA misclassifies 17.78% of fastfood restaurant events to the restaurant class, in addition, 22.80% of picnic area events are misclassified with the outdoor market class, and 22% and 14% of ice cream parlour samples are misclassified with the supermarket and outdoor market classes, respectively. The confusion matrix also shows that 25% of delicatessen events are misclassified with the supermarket class, 35% of candy store samples are misclassified with the supermarket class, 28% of banquet hall samples are misclassified with the restaurant class, and 30% of butcher shop events are misclassified with the supermarket class. The confusion matrix in Figure 7 (b) shows that the proposed classification model with the test set misclassifies events from classes to restaurant, supermarket and bar classes. It shows 36.74%, 33.01%, 33.01%, 34.06%, and 18.49% of the events of the fastfood restaurant, banquet hall, picnic area, beer hall and bar classes are misclassified to the restaurant class. In addition, the confusion matrix shows 13.08%, and 22.67% of picnic area and beer hall events, respectively, are misclassified with the bar class. However, for all of these misclassifications events, there is a lot of similarity between their scenes in terms of the context and objects. Even, humans prone to weakly recognize such places many times.

Figure 8 shows examples of correct and incorrect predictions by the proposed MACNet+SA model with the “EgoFoodPlaces” dataset. The first, third, fifth and seventh rows show that the proposed MACNet+SA model is able to properly predict all images of the dining room,
FIGURE 8. Examples of correct and incorrect predictions of MACNet+SA model with the input event (a sequence of images) of the validation set.

In turn, second, fourth and sixth and last rows show incorrect predictions examples, in which one image or more of the dining room, restaurant, sushi bar and banquet hall events are misclassified. In the second row, images in first, second, third and fourth columns are correctly classified as a dining room class; whereas, the images in the last image is misclassified as fastfood restaurant. In the fourth row, the restaurant class is
FIGURE 9. Examples of the resulting predictions (from Top-1 to Top-5) of the proposed MACNet+SA model using validation dataset, where GT is the ground-truth label of the predicted class.

Correctly predicted with first and third images, while second and last images are misclassified as a coffee shop and the dining room, respectively. However, the Top-2 prediction is the correct class, restaurant. In the sixth row, the sushi bar class is correctly predicted with the first, third and last images. In turn, the second and fourth images are misclassified as cafeteria and dining room classes, respectively. In the last row, all images of a banquet hall event are predicted as a restaurant class. However, with all images, the Top-2 prediction is the banquet hall class.

Figure 9 shows examples of predicted Top-1 to Top-5 accuracy. The first row shows that cafeteria, kitchen and restaurant images are properly classified with Top-1 classification accuracy rates of 93.06%, 84.99% and 89.67%, respectively. In turn, the second row shows the proposed MACNet+SA model wrongly predicted restaurant, dining room and...
fastfood restaurant classes with the Top-1 accuracy. However, these classes barely appeared in Top-5 accuracy with a restaurant in Top-2, dining room in Top-3 and fastfood restaurant in Top-5, with a classification accuracy of 39.60%, 3.65% and 11.36%, respectively.

Figure 10 shows four period of stays in six food places captured by four different users (users 8, 10, 13 and 16 of the “EgoFoodPlaces” dataset) in four different days. The user 8 visited a coffee shop for 59 minutes, and user 10 visited bakery shop for 22 minutes. In addition, the third and fourth users visited two different food places: food court and sushi bar for user 13, whereas kitchen and dining room for user 16. All events during each period were tested with the proposed MACNet+SA model. For instance, for user 8, he spent 59 min in a coffee shop, we divided it into 354 events. In turn, for user 16, 54 events were included in his first stay in kitchen (i.e. 9 minutes), and 72 events during his stay inside a dining room (i.e. 12 minutes). One can notice that the proposed MACNet+SA model yielded the lowest misclassification rates in the four sequences of events. With the events sequences of user 8 and 10 in coffee and bakery shops, respectively, the proposed MACNet+SA model misclassified only one event per every sequence. In the third events sequence of user 13, MACNet+SA misclassified two events in the food court and five events in the sushi bar. In turn, for user 16, the proposed model properly predicted all events of the kitchen. However, it misclassified three events in the dining room. Supporting the aforementioned results, the MACNet model provides the second rank after the MACNet+SA model that integrates an accuracy of 93% and 92% on the validation and test sets, respectively. Future work aims at developing a mobile application based on the MACNet+SA model that integrates an egocentric camera with a personal mobile device to create a dietary report to track our eating behavior or routine for following a healthy diet.

V. CONCLUSIONS

In this paper, we proposed a deep food places classification system, MACNet+SA, for egocentric photo-streams captured during a day. The main purpose of this classification system is to later generate a dietary report to analyze people’s food intake and help them control their unhealthy dietary habits. The proposed deep model is based on a self-attention model with the MACNet model proposed in [12]. The MACNet model used atrous convolutional networks to classify still images. However, the proposed model classifies a sequence of images (called events) to get relevant temporal information about the food places. Image-level features are extracted by the MACNet model. The LSTM cells with a self-attention mechanism merge the temporal information of the sequence of the input images. The quantitative and qualitative results show that the proposed MACNet+SA model is able to outperform state of the art classification methods, as VGG16, ResNet50, InceptionV3 and MACNet. MACNet+SA on the dataset, EgoFoodPlaces, yields an average $F_1$ score of 86% and 80% on validation and test set, respectively. In addition, it yields a Top-1 accuracy of 86% and 80%, and a Top-5 accuracy of 93% and 92% on the validation and test sets, respectively. Future work aims at developing a mobile application based on the MACNet+SA model that integrates an egocentric camera with a personal mobile device to create a dietary report to keep a track on our eating behavior or routine for following a healthy diet.
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