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SUMMARY

Eukaryotic cell division is known to be controlled by
the cyclin/cyclin dependent kinase (CDK) machin-
ery. However, eukaryotes have evolved prior to
CDKs, and cells can divide in the absence of major
cyclin/CDK components. We hypothesized that an
autonomous metabolic oscillator provides dynamic
triggers for cell-cycle initiation and progression.
Using microfluidics, cell-cycle reporters, and sin-
gle-cell metabolite measurements, we found that
metabolism of budding yeast is a CDK-indepen-
dent oscillator that oscillates across different
growth conditions, both in synchrony with and
also in the absence of the cell cycle. Using environ-
mental perturbations and dynamic single-protein
depletion experiments, we found that the metabolic
oscillator and the cell cycle form a system of
coupled oscillators, with the metabolic oscillator
separately gating and maintaining synchrony with
the early and late cell cycle. Establishing meta-
bolism as a dynamic component within the cell-
cycle network opens new avenues for cell-cycle
research and therapeutic interventions for prolifera-
tive disorders.

INTRODUCTION

Initiation and progression of the cell cycle are considered to

occur in response to the timely ordered transcriptional, post-

transcriptional, and post-translational regulation of the cell

cycle (cyclin/cyclin dependent kinase [CDK]) machinery com-

ponents (Barik et al., 2010; Coudreuse and Nurse, 2010; Tyson

and Novak, 2008). However, there is evidence that a cell-cycle

regulator external to the cyclin/CDK machinery provides trig-

gers for cell-cycle initiation or progression. First, cell-cycle en-

try can occur even in the absence of major cell-cycle machinery

components (e.g., the early cyclins) (Sherr and Roberts, 2004).

Second, late cell-cycle proteins (e.g., cdc14 and sic1) (Lu and

Cross, 2010; Rahi et al., 2016), and possibly also global tran-
Mole
scription (Haase and Reed, 1999; Orlando et al., 2008),

continue to oscillate in cell-cycle-arrested cells. Third, the eu-

karyotic cell cycle evolved before CDKs, and thus, the early eu-

karyotes must have employed non-CDK cell-cycle regulators

(Krylov et al., 2003).

Because metabolism oscillates in synchrony with (Brunetti

et al., 2016; Futcher, 2006; Klevecz et al., 2004; M€uller et al.,

2003; Silverman et al., 2010; Tu et al., 2005, 2007; Xu and Tsur-

ugi, 2006) and, as suggested, without the cell cycle (Novak

et al., 1988; Slavov et al., 2011), and because metabolic check-

points exist in the cell-cycle program (Jones et al., 2005; Saq-

cena et al., 2013; Takubo et al., 2013), we conjectured that

metabolism operates as an autonomous, cell-cycle-indepen-

dent oscillator, which together with the cell cycle might form

a system of coupled oscillators. In response to nutrients, the

metabolic oscillator could orbit with different frequencies and

provide periodic triggers for cell-cycle initiation and progres-

sion. Interactions between metabolites and cell-cycle proteins

(Buchakjian and Kornbluth, 2010; Lee and Finkel, 2013; Shi

and Tu, 2013; Yalcin et al., 2014) could convey those triggers,

and in reverse, the cell cycle could entrain metabolism via the

regulation of enzyme activity (Ewald et al., 2016; Lee et al.,

2014; Tudzarova et al., 2011; Wang et al., 2014; Zhao et al.,

2016).

Here, using methods for the dynamic quantification of metab-

olites in single cells, in combination with microfluidics and time-

lapse microscopy, we demonstrate that the metabolism of

budding yeast is an oscillator, which orbits autonomously of

the cell cycle. Perturbation experiments, including dynamic

nutrient shifts as well as conditional and targeted depletion of

cell-cycle proteins, revealed that the metabolic oscillator,

together with the cell cycle, forms a system of coupled oscilla-

tors. Themetabolic and the cell-cycle oscillators accomplish fre-

quency synchrony—required for the activation and progression

of the cell-division program—only within a certain window of

metabolic frequencies, whereas the robust gating of the cell-

cycle phases by metabolic dynamics ensures the temporal sep-

aration of biomass production (early cell cycle) and segregation

(late cell cycle). Our findings demonstrate that the metabolic

oscillator is an indispensable component of cell-cycle regulation,

open new research avenues into cell-cycle control, and suggest

the metabolic oscillator as a global therapeutic target against

proliferative disorders.
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Figure 1. Metabolism Oscillates in Single Cells, across Nutrients, and in Frequency Synchrony with the Cell Cycle

(A) Oscillating NAD(P)H levels in a single cell.

(B) Oscillating ATP levels (three single cells) dynamically measured using the ATeam 1.03 FRET sensor (Imamura et al., 2009) (see also Figures S1A, S1B, and

S1D–S1H). Cells were grown on high glucose (10 gL�1), in the absence of synchronization (Figure S1C). Black lines indicate smoothing splines used for visu-

alization. Vertical orange lines indicate budding.

(C) Budding and the frequency of NAD(P)H and ATP oscillations correlate across growth conditions; n = 38 cells with 137 NAD(P)H oscillations (solid circles) and

38 cells with 136 ATP oscillations (solid squares). Time periods between consecutive buddings, or consecutive peaks of NAD(P)H and ATP oscillations, were used

to determine budding and oscillation frequency data, respectively. Linear regressions (black diagonals) illustrate the correlations. The greater noise in the ATP

oscillation frequency estimation (Figures S2A and S2B) is reflected in the different R2 values for NAD(P)H and ATP.
RESULTS

Metabolic Cycles Are an Intrinsic, Growth-Condition-
Independent Behavior of Single Cells
To test our hypothesis, after which metabolism is an oscillator

that is coupled to the cell cycle, we used Saccharomyces cere-

visiae as a model. First, we asked whether a metabolic oscillator

exists. Because it has been conjectured that population-level

cell-cycle synchronization and cell-to-cell communication artifi-

cially induce metabolic oscillations (Aon et al., 2007; Laxman

et al., 2010; Sohn et al., 2000), we investigated metabolic and

cell-cycle dynamics on the single-cell level. We used a microflui-

dic device for the long-term microscopic observation of single

budding yeast cells (Huberts et al., 2013), the auto-fluorescence

of the reduced nicotinamide nucleotide NAD(P)H, to assess its

intracellular levels (Gustavsson et al., 2012; Lloyd et al., 2002),

and a protein-based Förster resonance energy transfer (FRET)

sensor to measure ATP (Imamura et al., 2009). Optimization of

the sensor expression and imaging settings led to adequate

signal intensities with marginal cellular photo-damage and

photo-toxicity during long-term (>12 hr) imaging (Figures S1A

and S1B).

Using these tools, we first investigated whether periodic

NAD(P)H and ATP fluctuations occur in single cells, grown on

high (10 gL�1) glucose without cell-to-cell communication or

cell-cycle synchronization (Figure S1C). These fluctuations, sub-

sequently identified (Figures 1A and 1B; Movie S1) and

confirmed by autocorrelation analysis (Figures S2A and S2B),

occurred with an average period of �2 hr, which corresponds

to the average doubling time under this condition. Through

comparative analyses, we validated that the measured single-

cell FRET signals reflect intracellular ATP concentrations (Fig-
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ures S1D–S1H). Because the ATP and NAD(P)H signals oscillate

oppositely in phase (Figures S2C and S2D), we conclude that the

measured metabolite dynamics are not due to a correlated vari-

ability (such as periodic volume chances). Given the absence of

cell-cycle synchronization (Figure S1C), our findings demon-

strate that, contrary to previous reports (Aon et al., 2007; Laxman

et al., 2010; Sohn et al., 2000), metabolic cycles with periods in

the hour range are an intrinsic behavior of single cells.

To test whether metabolic cycles also occur in other growth

conditions, we subjected yeast to different nutrients and meta-

bolic operations (aerobic fermentation, respiration, and gluco-

neogenesis), which varied the doubling time in single cells from

1.4 to 11 hr. Despite these different metabolic operations, we

consistently identified oscillations in the NAD(P)H and ATP levels

(Figures S2E–S2J), demonstrating that the metabolic cycles

occur regardless of growth conditions.

To investigate whether the metabolic cycles occur in syn-

chrony with the cell cycle, we correlated the frequencies of

budding with the frequencies of the NAD(P)H or ATP oscillations.

Despite the wide range of doubling times across nutrient condi-

tions, the budding frequencies always matched the frequencies

of the corresponding NAD(P)H or ATP oscillations (Figure 1C).

Thus, the metabolic oscillations and the cell cycle operate

in frequency synchrony over the range of growth conditions

tested, which suggests a coupling between the two periodic

processes.

TheMetabolic Oscillations Are Not the Result of the Cell
Cycle and Thus Are Autonomous
To determine if the metabolic oscillations are a mere conse-

quence of cell-cycle operation or if they occur in a cell-cycle-

independent manner and thus are autonomous, we searched



Figure 2. Metabolic Oscillations Are Independent of the Cell Cycle

(A) Metabolic oscillations without cell-cycle initiation occur spontaneously under all growth conditions (see also Figures S3A and S3B). Each line corresponds to a

single cell. Diagonal trajectories indicate metabolic cycles (MC) in synchrony with budding and the cell cycle (CC); horizontal trajectories show ‘‘uncoupled’’ MCs

without budding.

(B) After two coupled MC/CC events, spontaneous G1 arrest occurred at 245 min in a single cell (grown on 10 gL�1 glucose), and the metabolic oscillations

continued (see alsoMovie S2). Arrest persisted for 765min, before resumption ofMC/CC synchrony. NAD(P)H oscillations are indicated by gray lines,Whi5-eGFP

localization by black lines (see also Figures S4A and S4C) and the budding events by orange lines (see also Figure S4B). Red triangles indicate peaks of metabolic

oscillations without budding.

(C) Mating pheromone alpha factor (added at 240 min) caused cell-cycle arrest in G1 and the metabolic oscillations continued (data for a single cell grown on

10 gL�1 glucose) (see also Figure S5).
in our single-cell data for metabolic oscillations that were unac-

companied by cell-cycle progression. Such events occurred

for all growth conditions (Figures 2A, S3A, and S3B), with

an approximate incidence of 1/50 metabolic oscillations on

10 gL�1 glucose. On 0.01 gL�1 glucose, we also found many

cells with consecutive metabolic oscillations without cell-cycle

progression (Figures 2A, S3C, and S3D).

To determine the cell-cycle status of the non-dividing cells, we

used a strain with fluorescently tagged Whi5, a transcriptional

repressor of early cyclins and target of CDK phosphorylation.

Whi5 sequesters into the nucleus at late mitosis (hereafter de-

noted as ‘‘M exit’’) and exits upon phosphorylation at late G1 (de-

noted as ‘‘START’’), reporting an active CDK (Bloom and Cross,

2007; Costanzo et al., 2004; Ferrezuelo et al., 2012) (Figures

S4A–S4C). Using this reporter, we found that cells with meta-

bolic oscillations but without an accompanying cell cycle were

either arrested at G1 (i.e., Whi5 in the nucleus; Figure 2B; Movie

S2) or occasionally after budding in a non-G1 phase (i.e., Whi5 in

the cytoplasm; Movie S3).

To substantiate the finding that metabolic oscillations are not

the consequence of the cell-cycle operation, we added the mat-

ing pheromone (alpha factor), which inducesG1 arrest (Bardwell,
2004), to cells growing in the microfluidic device. Also after the

pheromone-induced cell-cycle arrest, the NAD(P)H levels

continued to oscillate (Figures 2C and S5). Together, these find-

ings demonstrate that the metabolic oscillations are not the

result of cell-cycle operation and CDK activity but constitute an

autonomous behavior of metabolism, occurring across growth

conditions. The autonomy of the metabolic oscillator, and its fre-

quency synchrony with the cell cycle (Figure 1C) in normally

dividing cells, suggest metabolism as a separate component in

the cell-cycle control engine.

The Metabolic Oscillator and the Cell Cycle Form a
System of Coupled Oscillators
We conjectured that the metabolic oscillator and the cell-cycle

oscillator form a system of coupled oscillators, similar to other in-

stances of synchrony in biology, including the rhythmic flashes of

fireflies or the synchronized discharge of cardiac pacemaker

cells (Strogatz, 2001). Analogously to the fact that an effective

contraction of the heart muscle requires a strict synchrony be-

tween cells in the sinoatrial node, cell-cycle control could

emerge from the coupling and mutual entrainment between the

metabolic oscillator and the cell-cycle oscillator.
Molecular Cell 65, 285–295, January 19, 2017 287



Figure 3. Coupling Slows Down the Metabolic Oscillator and Occurs Only within a Window of Natural Metabolic Frequencies

(A) Median compromise frequencies measured in dividing cells versus median natural metabolic frequencies measured in alpha-factor-arrested cells (as in

Figure S5) under different growth conditions. Both frequencies were estimated from consecutive trough intervals in single-cell NAD(P)H oscillations. Median

frequencies and their 95%confidence intervals (error bars) were estimated using non-parametric bootstrapping. The slope and intercept of the fitted linewith SEs

are indicated.

(B) The frequencies of metabolic oscillations with or without cell cycle, measured during growth on high (10 gL�1) and low (0.01 gL�1) glucose (error bars: 5–95

percentiles). Natural metabolic frequencies were measured in cells spontaneously skipping one or more cell cycles (e.g., Figures 2B, S3A, and S3C). Crosses

indicate distribution means. Natural metabolic frequencies necessary for cell cycle initiation (gray shaded area) were estimated by dividing the fastest (95th

percentile, 10 gL�1 glucose) and slowest compromise frequencies (fifth percentile, 0.01 gL�1 glucose) by 0.84 (estimated slope in Figure 3A).

(C) The probabilities for cell-cycle START based on the dynamics of the NAD(P)H signal are significantly different for dividing (white bars) versus non-dividing cells

(gray bars) on low glucose. Probabilities were computed using predictive densities based on a Cox proportional hazards analysis (Cox, 1972) and reflect the

hazard of a START event with NAD(P)H dynamics as a time-dependent covariate (hazard function analysis – Supplemental Experimental Procedures). The

accuracy of prediction is �70% (receiver-operating characteristic [ROC] analysis).
To investigate whether the metabolic oscillator and the cell

cycle indeed form a coupled oscillator system, we searched

for signature features of such systems by means of steady-state

and dynamic perturbations. A common characteristic of coupled

oscillators is that their natural frequencies (i.e., the frequency of

each individual oscillator when uncoupled) converge to a com-

mon compromise frequency (i.e., the common frequency of the

oscillators when they are coupled) proportional to the strength

of their coupling (Strogatz, 2014). We determined the frequency

of the metabolic oscillator in the presence of cell cycle (compro-

mise frequency) in normally dividing cells and in the absence

of cell-cycle progression (natural frequency of the metabolic

oscillator), the latter in cells where the cell cycle was arrested

with the alpha factor (Figure S5). In line with the theory of coupled

oscillators (Strogatz, 2014), we found a linear correlation be-

tween the natural metabolic and compromise frequencies under

different conditions (Figure 3A). The compromise frequency was

routinely 16% lower than its corresponding natural metabolic

frequency (Figure 3A), a reduction that could be interpreted as

a load imposed on the metabolic oscillator by the cell cycle

upon coupling.

Another distinctive feature of coupled oscillator systems is

that coupling and synchrony are only accomplished when the

natural frequencies of the individual oscillators are proximal

(Nolte, 2015; Strogatz, 2014). With different nutrient conditions
288 Molecular Cell 65, 285–295, January 19, 2017
resulting in different natural frequencies for the metabolic oscil-

lator (Figure 3A), we investigated at which natural metabolic fre-

quencies coupling with the cell cycle occurs. Here, we found that

at very low metabolic frequencies and at very high ones, no

coupling occurred (Figure 3B). Given the standardized reduction

of the compromise frequency (16%) (Figure 3A), we identified the

range of natural metabolic frequencies from 0.15 h�1 to 0.96 h�1

to enable coupling (Figure 3B). On 0.01 gL�1 glucose, 75%of the

metabolic oscillations without cell cycle (Figures S3C and

S3D) had a natural metabolic frequency below the estimated

threshold for coupling and thus cell-cycle initiation (Figure 3B),

resulting in a substantial fraction of non-dividing cells. A statisti-

cal analysis (hazard function analysis; Supplemental Experi-

mental Procedures) of the dynamic NAD(P)H signals and START

occurrence further demonstrates the importance of the meta-

bolic frequency for coupling and cell-cycle initiation (Figure 3C).

These findings reveal a second characteristic of coupled oscilla-

tors: coupling between themetabolic oscillator and the cell cycle

is only achieved within a window of natural metabolic fre-

quencies; lower or higher metabolic frequencies are not suffi-

cient for coupling and thus for cell-cycle initiation.

Another characteristic of coupled oscillators is phase gating,

i.e., the maintenance of a relative phase between oscillators in

synchrony (Feillet et al., 2014; Mori et al., 1996). Initially focusing

on cells grown on high (10 gL�1) glucose, we found strict phase



Figure 4. Cell-Cycle Events Are Robustly Gated to Distinct Metabolic Phases

(A) Whi5-eGFP translocations (cytosolic [cyt] and nuclear [nuc]; black lines), together with the NAD(P)H signals in a single cell growing on high glucose. Orange

lines denote budding.

(B) The distributions of START, budding, and M exit on the NAD(P)H oscillations at different growth conditions; error bars represent fifth to 95th percentiles

(10 gL�1 glucose, 31 oscillations from five single cells; 20 gL�1 glucose, 31 oscillations from eight cells; 0.05 gL�1 glucose, 46 oscillations from 16 cells; 0.025 gL�1

glucose, 44 oscillations from four cells; 20 gL�1 pyruvate, 27 oscillations from 26 cells; 0.01 gL�1 glucose, 20 oscillations from 13 cells).

(C) Median NAD(P)H phase at START, budding, and M exit with median compromise frequencies under different nutrient conditions.

(D) Metabolic response to glucose upshift (from 0.01 gL�1 to 10 gL�1) at 0 min. NAD(P)H signals from 56 cells normalized to the 100-min signal.

(E) Timing of START (triangle), budding (circle), and M exit (square) for 56 cells ordered by the START time closest to the nutrient switch. The average cell-cycle

durations according to glucose concentration (low glucose [LG], 0.01 gL�1; high glucose [HG], 10 gL�1) and when interrupted by the nutrient switch (cells 1–16)

are indicated.

(F) START (green lines) is confined to the ascending part of the NAD(P)H oscillation following themetabolic response (cells 25–40); M exit (red lines) is restricted to

the trough (cells 1–16). Single-cell (gray symbols) and averaged (black line) NAD(P)H signals are shown. The average NAD(P)H signal of the whole population (blue

dashed line) was subtracted from subgroup (cells 25–40 or cells 1–16) averages (black line) to reveal the subgroup-specific NAD(P)H dynamics (labeled as ‘‘Diff.’’).

(G) The single-cell timing of START relative to its cell-cycle length (START to M exit), demonstrating the significant prolongation (***p value < 0.001, two-tailed

t test, Shapiro-Wilk normality test, with Welch’s correction for unequal variances) of the cell cycle as a result of the M exit confinement to the trough of the

metabolic response. Normal distributions were fitted to data for low (red) and high (blue) glucose and for cells that were interrupted by the nutrient switch (gray).
gating of the cell-cycle events at specific metabolic phases:

START and budding (i.e., early S phase; Figures S4D–S4F)

consistently occurred at the ascending part of the oscillating

NAD(P)H signal. Mitotic exit always occurred at the signal trough

(Figures 4A, 2B, and 2C). ATP oscillations were shifted by�180�
(Figures S2C and S2D), with budding occurring at the descend-

ing part of the ATP signals (Figures S1E–S1H).

Next, we examined whether this pattern of phase gating is

maintained under other nutrient conditions. We found that

at decreased compromise frequencies, START and the early
Molecular Cell 65, 285–295, January 19, 2017 289



Figure 5. Interaction Topology between the

Metabolic Oscillator and the Cell-Cycle Ele-

ments

(A) The reconstructed topology of cell cycle regula-

tion. The black lines indicate couplings between the

metabolic oscillator (MET) and the cell-cycle elements

(START, early S phase, and M exit), scaled to their

phase difference (Figure 4C). The gray lines indicate

the classical connections between the cell-cycle

phases. um denotes the frequency of the metabolic

oscillator. This model extends the classic, CDK-

centric view (B) of cell-cycle regulation.
S phase shifted to later NAD(P)H phases (Figures 4B and 4C). In

contrast, M exit always occurred at the troughs of the NAD(P)H

oscillations, thus exhibiting a strict, condition-independent

phase synchrony with metabolism (Figures 4B and 4C). The con-

dition-independent gating of the late cell cycle (M exit) indicates

its strong coupling to the metabolic oscillator. Adversely, the fre-

quency-dependent phase gating of the early cell-cycle elements

(START/early S) indicates a weaker coupling.

Next, to test the robustness of the phase gating, we dynami-

cally perturbed metabolism by switching cells from low

(0.01 gL�1) to high (10 gL�1) glucose and recorded their cell-cycle

events. Upon the nutrient upshift, all cells responded with a

strong, synchronously occurring peak in the NAD(P)H levels (Fig-

ure 4D), independently of their stage in the cell cycle (Figure 4E).

Thereafter, the NAD(P)H oscillations continued with periods

(START to M exit) matching those on high glucose (Figure 4E).

Remarkably, those cells that had completed M exit before the

nutrient shift (Figure 4E, cells 25–40), consistent with the phase

gating under steady-state conditions (Figure 4B), would START

only at the ascending part of the NAD(P)H oscillation following

the metabolic response (Figure 4F, left), regardless of the timing

of their prior M exit (Figure 4E, cells 25–40). Cells interrupted by

the nutrient switch after START (Figure 4E, cells 1–16) showed

significantly longer (two-tailed t test, p value < 0.001) cell-cycle

duration, even when compared to those cultured on low glucose

(Figure 4G, gray versus red symbols). Consistent with the ob-

served steady-state and frequency-independent phase gating

of M exit (Figure 4C), cells would only exit mitosis at the trough

of their NAD(P)H oscillation following the metabolic response

(Figure 4F, right), which prolonged their cell cycle (Figure 4G).

Our results show that the gating of the cell-cycle phases by the

metabolic oscillator is alsomaintained during dynamicmetabolic

perturbations and thus is robust. As a result, cell-cycle events are

delayed even during nutrient upshifts, waiting for the ‘‘right’’

metabolic phase to occur after the metabolic perturbation, in

order to maintain synchrony with the metabolic oscillator.

Together, the proportionality among the natural metabolic and

compromise frequencies, the critical bandwidth of natural meta-

bolic frequencies required for coupling and cell-cycle initiation,
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and the phase gating of the cell-cycle

phases on the metabolic oscillator indicate

that the metabolic oscillator and the cell-

cycle oscillator form a system of coupled

oscillators. Further, the autonomous nature
of the metabolic oscillator, the robust phase gating of the cell-

cycle events even during dynamic metabolic perturbations,

and the dependency of cell-cycle initiation on the metabolic

frequency suggest that the oscillating metabolism is an indis-

pensable component in the cell-cycle regulation machinery,

determining the timing of the cell-cycle phases and setting the

pace of cell division.

The Early and Late Cell Cycle Are Separately Coupled to
and in Coordination with the Metabolic Oscillator
On the basis of our data, we derived an interaction topology for

the system of coupled oscillators, where the metabolic oscillator

is coupled to and gates the phase of the early cell cycle (biomass

duplication) and the late cell cycle (biomass segregation) (Fig-

ure 5A), operating in addition to the classic CDK-centric connec-

tions (Figure 5B). Because we observed the phase gating of M

exit to be condition independent (Figure 4C) and to be main-

tained even during dynamic perturbations (Figure 4F, right), we

postulate that a strong connection exists between the autono-

mous metabolic oscillator and the late cell cycle. If indeed

strongly connected to the metabolic oscillator, the late cell cycle

should also oscillate when the early cell cycle is halted. This

notion is supported by the observations of Lu and Cross, who

found periodic nucleolar or cytoplasmic localization of the

Cdc14 phosphatase (an essential activator of the anaphase pro-

moting complex and mitotic exit) in metaphase-arrested cells

(i.e., in cells with fixed cyclin/CDK activity accomplished through

stable non-degradable Clb2kd) (Lu andCross, 2010). These find-

ings demonstrate that the late cell cycle can oscillate even in the

absence of early cell-cycle oscillations, supporting its strong

coupling to the autonomous metabolic oscillator.

Further, according to the inferred interaction topology be-

tween the metabolic oscillator and the cell-cycle elements

(Figure 5A), the metabolic oscillator should also be connected

to the early cell cycle. If this is indeed true, the early cell

cycle should continue to oscillate when the late cell cycle is

halted. To test this, we halted the late cell cycle by dynamic

depletion of Cdc14 using the yeast-adapted auxin-based de-

gron system (Morawska and Ulrich, 2013; Nishimura et al.,



Figure 6. The Metabolic Oscillator Is Directly Coupled to the Early Cell Cycle

In this experiment, we arrested the late cell cycle (M exit) by dynamic depletion of Cdc14-AID at 310 min.

(A) mGFP-AID-expressing cells, present in the same microfluidic chip, were used to determine the timing of Cdc14-AID depletion upon the addition of auxin.

(B) Single-cell NAD(P)H levels continued to oscillate after the depletion of Cdc14 (gray line, smoothing spline for visualization).

(C) The rate of perimeter increase (right y axis), estimated from the smoothed cell perimeter (left y axis), used as a proxy of the biomass synthesis rate. Yellow

areas indicate periods with rapid biomass synthesis where budding (vertical orange lines for first two cycles) occurs or would occur (in the cycles after Cdc14

depletion) (see also Movie S4). Three consecutive biomass synthesis waves occur after the last cytokinesis (last bud release before Cdc14 depletion) at 235 min,

each in synchrony with the oscillating metabolism (cf. Figure 6B).

(D and E) The oscillating NAD(P)H and perimeter increase rates are coordinated in (D) late-cell-cycle-arrested cells similarly to (E) dividing cells (see also Fig-

ure S6). The respective single-cell signals are plotted against each other for each time point (gray markers). Exemplary trajectories from four single cells are

presented for each condition (colored lines and markers).

(F) The histone Hta2-mRFP1 abundance, a reporter for the DNA content, wasmeasured in the same cell (as in Figures 6B and 6C) prior and after the late cell-cycle

arrest. During every metabolic oscillation (from trough to trough of the NAD(P)H signal), the DNA content (Hta2-mRFP1 abundance, left y axis) increased by the

same amount before and also after Cdc14 depletion. The number of genomes (right y axis) were determined by dividing the Hta2 abundance at any given time

point by the value at 240 min (just after cytokinesis), when cells have exactly one copy of their genome. Vertical black arrows extending from Figure 6B mark the

troughs of each metabolic oscillation.

(G) Per metabolic oscillation, the Hta2-mRFP1 abundance increases by an amount corresponding to approximately one genome in dividing cells (before Cdc14-

depletion, 26 oscillations from 15 single cells) and in Cdc14-depleted cells (17 oscillations from 11 single cells). Data from the metabolic oscillations, which were

interrupted by the Cdc14-AID depletion (at 310 min), were not included in the analysis. Means and SD are presented. Both distributions passed the Shapiro-Wilk

normality test.

(H) Microscopy images for certain time points (as indicated by gray lines) in the Hta2-mRFP1 and DIC channels show the increase in the DNA content and cell

volume in the same single cell as in Figures 6B, 6C, and 6F (scale bar, 10 mm). After Cdc14 depletion, in the absence of cytokinesis, each of the three consecutive

metabolic oscillations occurs in synchrony with one biomass production cycle (yellow numbers) and one DNA replication cycle.

(I) Chromosomal bridges, found in Cdc14-depleted cells using 1003 magnification, confirm the late cell-cycle arrest (scale bar, 10 mm).
2009), an orthogonal system for the conditional and targeted

protein degradation. First, following the dynamics of NAD(P)H,

we found that themetabolic oscillations persisted after the arrest
of the late cell cycle (Figures 6A and 6B; Movie S4), which was

confirmed by the absence of cytokinesis (Figure 6C; Movie

S4), also here witnessing the cell-cycle-autonomous nature of
Molecular Cell 65, 285–295, January 19, 2017 291



the metabolic oscillator. Second, analyzing the dynamics of

the cell size, we found that during the late cell-cycle arrest,

biomass synthesis continued to occur in waves. Each wave

was accompanied by one metabolic oscillation (Figures 6B

and 6C; Movie S4). The clockwise phase correlation between

oscillating NAD(P)H rates and oscillating cell volume increase

rates in Cdc14-depleted cells (Figures 6D and S6) and dividing

cells (Figures 6E and S6), confirms the coordination between

the metabolic oscillator and early S also during late cell-cycle

arrest. Remarkably, biomass synthesis waves ceased once the

metabolic cycling stopped or its amplitude was low (Figures

6B and 6C).

To substantiate the connection between the metabolic oscil-

lator and the early cell cycle, we tested whether DNA replication,

an S phase reporter, also persists in Cdc14-depleted cells. As a

dynamic single-cell measure of DNA replication, we used the his-

tone H2A, tagged with mRFP1, previously (Rattray and M€uller,

2012) and here (Figures 6F and 6G) shown to correlate with the

DNA content. After the auxin-induced Cdc14 depletion and

late cell-cycle arrest, we found that the amount of DNA

continued to increase (Figures 6F–6H). The identified chromo-

somal bridges (Figure 6I), indicating spindle defects, absence

of chromosomal abscission, and nuclear division (Amaral et al.,

2016), additionally confirm late cell-cycle arrest. Each metabolic

oscillation, also during late cell-cycle arrest, resulted in one addi-

tional genome (Figures 6G and 6H). Together, the sustained

metabolic oscillations in the absence of late cell-cycle activity

and the maintenance of their synchrony with cell size (biomass

synthesis) and DNA content dynamics support a direct coupling

of the metabolic oscillator to the early cell cycle.

DISCUSSION

Through dynamic monitoring of NAD(P)H and ATP levels as well

as cell-cycle events in single cells, we found that metabolism is

a cell-cycle-independent, nutrient-responsive oscillator, which

together with the cell cycle forms a system of coupled oscilla-

tors. By means of steady-state and dynamic perturbations, we

revealed that the metabolic oscillator is separately coupled to

the early and late cell cycle, globally orchestrating biomass for-

mation and segregation. Our findings demonstrate the biological

significance of the metabolic oscillator. The cells are unable to

progress through the cell cycle in the absence of an oscillating

metabolism, and the oscillating metabolism dynamically gates

the occurrence of the cell-cycle events (e.g., START and M

exit) in response to nutrient changes.

The idea of endogenous oscillations in respiration or global

protein synthesis setting the pace of the cell cycle was already

suggested in the 1980s (Klevecz, 1969; Klevecz and Ruddle,

1968; Lloyd et al., 1982; Novak and Mitchison, 1987; Novak

et al., 1988) but was abandoned soon after the discovery of

the cyclin/CDK machinery (Watts, 2001), likely because the

respective analyses of synchronized cultures did not generate

broadly convincing data. Here, by exploiting the latest advances

in single-cell technology (Huberts et al., 2013) and single-cell

metabolite measurements to circumvent cell-cycle synchroniza-

tion, in combination with targeted protein depletion (Morawska

and Ulrich, 2013; Nishimura et al., 2009) to replace the classic
292 Molecular Cell 65, 285–295, January 19, 2017
temperature-sensitive mutants (Hartwell et al., 1974), we could

demonstrate that metabolism is an autonomous oscillator, which

together with the cell cycle forms a system of coupled oscilla-

tors. With these tools, we not only avoided potential synchroni-

zation (Aon et al., 2007; Laxman et al., 2010; Sohn et al., 2000)

or temperature-related (Murray et al., 2001) artifacts but also

used the inherent cell-to-cell variability to unravel the interac-

tions between metabolism and the cell cycle.

Accordingly, cell-cycle control is not just the result of the

cyclin/CDK machinery; it emerges from the collective synchrony

between coupled and mutually entrained oscillators. While it has

been suggested that the CDK oscillator locks the phase of ‘‘pe-

ripheral oscillators,’’ namely, Cdc14-release, the global tran-

scription and centrosome duplication oscillators (Cross et al.,

1989; Oikonomou and Cross, 2010), our work establishes the

metabolic oscillator as an additional, key component within

the cell-cycle control network. The metabolic oscillator and the

cyclin/CDK machinery independently are not sufficient for cells

to divide. Only the ensemble of the metabolic oscillator and

cell-cycle oscillators (and eventually also the cell-cycle tran-

scription program; Banyai et al., 2016; Hillenbrand et al., 2016;

Rahi et al., 2016) exerts the higher-order function of cell-cycle

control. Thus, our discovery does not undermine the importance

of the cyclin/CDK machinery but expands the current view of

cell-cycle regulation.

The role of the metabolic oscillator in cell-cycle control is sup-

ported by evolutionary findings. An amino acid sequence-based

reconstruction of the maximum-likelihood phylogeny of cell-

cycle-regulating kinases has shown that the CDKs emerged

late in the evolution of eukaryotes (Krylov et al., 2003). The meta-

bolic oscillator could constitute the previously conjectured

ancestral non-CDK controller driving DNA replication and segre-

gation (Murray, 2004). We envisage that during evolution, the

CDK oscillator was grafted onto the metabolic oscillator to finely

tune the coordination between biomass formation and segrega-

tion (Pines, 2011; Tyson and Novak, 2008), reduce noise in the

duration of the cell-cycle phases (Di Talia et al., 2007), and

robustly order the cell-cycle phases.

Through our work, we open an avenue for the investigation

of cell-cycle control. Future research will need to unravel

the nature of the metabolic oscillator, which we found to oscil-

late in all nutrient conditions. Such research efforts require

the development of novel methods to dynamically assess the

activity of metabolic pathways in single cells. Only when the

nature of the metabolic oscillator is discovered will be possible

to unravel the precise molecular functioning of the proposed

system of coupled oscillators, incorporating the recently identi-

fied connections from the cyclin/CDK machinery toward meta-

bolic enzymes (Ewald et al., 2016; Zhao et al., 2016), or in the

opposite direction (Shi and Tu, 2013), and the cyclic expression

of metabolic enzymes (Silverman et al., 2010; Wyart et al.,

2010).

Once fully unraveled, the metabolic oscillator and its connec-

tions to the CDKmachinery could serve as targets for themanip-

ulation of cell fate (dormancy or proliferation) (Vander Heiden

et al., 2009; Pearce et al., 2009; Wang and Green, 2012) or ther-

apeutic targets against proliferative disorders (Galluzzi et al.,

2013).



EXPERIMENTAL PROCEDURES

Strains

All strains (Table S1) were constructed on the background of the prototrophic

YSBN6 (K€ummel et al., 2010) and its HIS� auxotrophic version (YSBN16). The

construction of all stains is described in Supplemental Experimental Proced-

ures. Primer sequences are included (Table S2).

Cultivation

Cells were grown in minimal medium (Verduyn et al., 1992) supplemented with

the appropriate carbon source (glucose, galactose, or pyruvate). Exponentially

growing cells were loaded in the microfluidic dissection platform as described

previously (Huberts et al., 2013; Lee et al., 2012). A detailed description of the

pre-culturing and culturing schemes is provided in Supplemental Experimental

Procedures.

Microscopy

We used Nikon-Ti inverted microscopes with either an Andor 897 Ultra EX2

EM-CCD camera or 23 Andor LucaR EM-CCD cameras (dual camera system

for FRET measurements), together with the CooLED pE2 excitation system.

For NAD(P)H measurements, cells were excited at 365 nm (15% light-emitting

diode [LED] intensity/200-ms exposure), using a 350/50-nm band-pass filter, a

409-nm beam-splitter, and a 435/40-nm emission filter. For GFP measure-

ments, cells were excited at 470 nm (15%/200 ms) using a 470/40-nm

band-pass filter, a 495-nm beam-splitter and a 525/50-nm emission filter.

For RFP measurements, cells were excited at 565 nm (15%/200 ms for

mRFP1, 50%/600 ms for mCherry) using a 560/40-nm band-pass filter, a

585-nm beam splitter, and a 630/75-nm emission filter. For FRET measure-

ments, the donor (CFP) was excited at 440 nm (5%/50 ms) using a 438/

24-nm band-pass filter. Donor emission was recorded using a 458-nm

beam-splitter and a 483/32-nm emission filter. Acceptor (YFP) emission was

recorded using a 535/30-nm emission filter. Only for FRET imaging, 23 2 pixel

binning and 33 electron multiplying (EM)-gain (within the linear amplification

range) were applied during image acquisition. In the differential interference

contrast (DIC) channel, the light of a halogen lamp was passed through a

420-nmbeam splitter to exclude UV radiation andminimize cell damage during

long-term acquisition. For the FRET measurements, a 603 Nikon Plan-Apo-

chromat objective was used. For the observation of chromosomal bridges

(Figure 6I), a 1003 Nikon Super Fluor-Apochromat was used. For the rest of

the measurements, a 403 Nikon Super Fluor-Apochromat was used. Images

were taken every 5 min for fast-growth conditions, 10 min during slow growth,

or 20 min during growth on 0.01 g/L glucose. NIS elements software was used

to control the microscope.

Image Analysis

The BudJ plug-in (Ferrezuelo et al., 2012) for ImageJ (Schneider et al., 2012)

was used to segment, track single cells, and measure the NAD(P)H, Cln2-

EGFP, mGFP-AID, Cdc14-mCherry-AID fluorescence. The Whi5-EGFP local-

ization was manually determined for each single cell. The FRET donor and

acceptor signals were manually determined separately in each fluorescent

channel. For the determination of the cellular perimeter and Hta2-mRFP1

abundance before and after Cdc14-AID depletion, cells were manually

segmented using the DIC channel (as in Figure 6H) and ImageJ (Schneider

et al., 2012). A detailed description of image analysis, including background

estimation and clustered fluorescence quantification, is provided in Supple-

mental Experimental Procedures.

Signal Analysis

All single-cell fluorescent signals (NAD(P)H, ATP-FRET, and Cln2-EGFP) pre-

sented in Figures 2B, 2C, 4A, S3C, S4D, and S5 were de-trended by dividing

with a fitted smoothing spline in order to remove low-frequency variations. In

Figures 1A, 1B, 2B, 2C, 4A, S3A, S3B, and S5, spline functions (fitted to the

raw or de-trended NAD(P)H or ATP signals) were added only for the visual-

ization of the metabolic dynamics and were not used in further analysis. In

the Cdc14-depletion experiments, spline functions (parameter value 5e-4)

were used to de-noise the perimeter and the NAD(P)H oscillations and esti-

mate the rate of perimeter increase and the NAD(P)H rate in single cells (Fig-
ure S6). Smoothing splines were fitted using the MATLAB Curve Fitting

Toolbox.

SUPPLEMENTAL INFORMATION
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six figures, two tables, and fourmovies and can be foundwith this article online
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