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a b s t r a c t

This paper shows how different mechanisms may lead to clustering behavior in connected networks
consisting of diffusively coupled agents. In contrast to the widely studied synchronization processes,
in which the states of all the coupled agents converge to the same value asymptotically, in the cluster
synchronization problem studied in this paper, we require all the interconnected agents to evolve into
several clusters and each agent only to synchronize within its cluster. The first mechanism is that agents
have different self-dynamics, and those agents having the same self-dynamics may evolve into the same
cluster. When the agents’ self-dynamics are identical, we present two other mechanisms under which
cluster synchronization might be achieved. One is the presence of delays and the other is the existence
of both positive and negative couplings between the agents. Some sufficient and/or necessary conditions
are constructed to guarantee n-cluster synchronization. Simulation results are presented to illustrate the
effectiveness of the theoretical analysis.

© 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Recently, the study of distributed coordination of multi-agent
systems has attracted significant attention from researchers
from diverse backgrounds. Simple local coordination rules can
sometimes lead to complicated collective behavior, such as the
synchronization that has been discovered in natural, social,
and engineered networks and systems (Strogatz, 2003). Various
algorithms have been successfully constructed to cause all the
agents in a group to converge to the same value asymptotically
(Cao, Morse, & Anderson, 2008; Jadbabaie, Lin, & Morse, 2003;
Ren & Beard, 2005). At the same time, there is an emerging
trend to study how an interconnected group may incorporate or
evolve into different subgroups, called clusters. In nature, multi-
species foraging groups have been observed, such as flocks of
bark-foraging birds (Dolby & Grubb, 1998), in which birds have to
coordinate through interactions with peers in their own and other
species. In the study of social networks, some opinion dynamics
models (Hegselmann&Krause, 2002) describe how the agentswith
bounded confidence levels evolve into different clusters, where
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the agents in the same cluster hold the same opinion in the end.
The clustering behavior is also potentially useful for the formation
control problem for teams of autonomous agents (Anderson, Yu,
Fidan, & Hendrickx, 2008).

Motivated by the reported clustering phenomena, we aim to
study in this paper the cluster synchronization problem, in which
a coupled multi-agent system is required to split into several
clusters, so that the agents synchronize with one another in the
same cluster, but differences exist between different clusters (Xia
& Cao, 2010). Here, the model we adopt is obtained by carrying
out a modification to the existing synchronization model that
has been used extensively to explain how the states of all the
coupled agents converge to the same value asymptotically. In other
words, we are interested in identifying themechanisms thatmight
lead to clustering behavior in diffusively coupled networks that
havemainly been used for synchronization studies. Such problems
are beginning to attract attention. For example, in Wu, Zhou,
and Chen (2009), some sufficient conditions have been derived
for coupled oscillators to realize cluster synchronization under
pinning control strategies. In this paper, we focus on the n-cluster
synchronization problem to be defined in the next section. We
present three different mechanisms to realize clustering behavior
in connected diffusively coupled networks. One is the existence
of different self-dynamics and the other two are the presence of
delays and negative couplings, respectively. When analyzing the
three mechanisms, we also list related results that are scattered in
the literature and make comparisons when possible.

The rest of the paper is organized as follows.Wedefinen-cluster
synchronization in Section 2. Different sufficient and/or necessary
conditions to guarantee cluster synchronization under different
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mechanisms are discussed in Sections 3 and 4. In Section 5, we
provide some illustrative examples.

2. Cluster synchronization

We first give a formal definition of n-cluster synchronization.
Consider the following extensively studied model in the synchro-
nization study of a complex network (Kocarev & Parlitz, 1996; Lu
& Chen, 2004a,b; Pecora & Carroll, 1990) that consists of N coupled
agents:

ẋi(t) = fi(t, xi(t)) + c
N−

j=1,j≠i

gijΓ (xj(t) − xi(t))

= fi(t, xi(t)) + c
N−
j=1

gijΓ xj(t), (1)

where xi ∈ Rm denotes the state of agent i, i = 1, . . . ,N , fi:R+
×

Rm
→ Rm is continuous and globally Lipschitzian with Lipschitz

constant Ki, namely

‖fi(t, ξ1) − fi(t, ξ2)‖ ≤ Ki‖ξ1 − ξ2‖, (2)

for all (t, ξ1), (t, ξ2) ∈ R+
× Rm with ‖ · ‖ denoting the Euclidean

norm, c > 0 is the coupling strength, gij is the coefficient for
the coupling from agent j to agent i for i ≠ j, i, j = 1, . . . ,N ,
gii = −

∑N
j=1,j≠i gij, and the diagonalmatrixΓ = diag{γ1, . . . , γm}

denotes the inner coupling with γk ≥ 0 for k = 1, . . . ,m. System
(1) has a unique solution which exists for all t ≥ 0 (Driver, 1977).
The condition gii = −

∑N
j=1,j≠i gij guarantees that the inter-agent

couplings are diffusive, and hence such networks are also called
diffusively coupled networks.

Directed weighted graphs can be conveniently used to describe
the couplings between agents. For the matrix G = (gij)N×N whose
elements are the same as defined in (1), we define its associated
graph G to be the directed weighted graph with the vertex set
V(G) = {v1, v2, . . . , vN} and the edge set E(G) ⊂ {(vi, vj) :

vi, vj ∈ V(G)} for which (vi, vj) is an edge of G if and only if i ≠ j
and gji ≠ 0, and the weight associated with (vi, vj) is gji. A directed
path in G is a sequence of distinct vertices vi1 , . . . , vik such that
(vis , vis+1) ∈ E(G) for s = 1, . . . , k − 1. G is said to be strongly
connected if there is a directed path from every vertex to every
other vertex inG, and it is said to be balanced if

∑N
j=1 gij =

∑N
j=1 gji

for all i.
We say that {C1, C2, . . . , Cn}, n > 1, is a partition of the set

N = {1, 2, . . . ,N} if Ci ≠ ∅, Ci


Cj = ∅, and
n

i=1 Ci = N ;
furthermore, we use î to denote the index of that subset of the
partition in which the number i lies, i.e., i ∈ Cî. Obviously, 1 ≤ î ≤

n. We say that agents i and j are in the same cluster if î = ĵ. Now,
we are ready to define what we mean by cluster synchronization.

Definition 1. For a given initial condition x(0) = [xT1(0), . . . ,
xTN(0)]T , where xi(0) ∈ Rm, 1 ≤ i ≤ N , system (1) is said to realize
n-cluster synchronization with the partition {C1, C2, . . . , Cn} if
limt→∞ ‖xi(t) − xj(t)‖ = 0 for î = ĵ and lim supt→∞ ‖xi(t) −

xj(t)‖ > 0 for î ≠ ĵ.

Remark 1. In Yu and Wang (2009), a similar concept called the
‘‘group consensus’’ of a multi-agent system is defined, which is
weaker than the cluster synchronization defined here, because we
require in addition that the differences between different clusters
do not go to 0 as time goes to infinity. A different type of clustering
behavior is considered in Aeyels and De Smet (2009) and De Smet
and Aeyels (2009), where the differences between agents in the
same cluster are bounded, while the differences between agents in
different clusters grow unbounded as time goes to infinity.
In the synchronization study literature, the fi in (1) are always
referred to as the self-dynamics of agent i. In what follows, we
discuss clustering mechanisms according to whether the agents’
self-dynamics are identical.

3. Clustering with different self-dynamics

We first illustrate how agents governed by different linear
dynamics might evolve into different clusters. We consider the
case when some agents are under constant forcings and the others
are not. The dynamics of the former are

ẋi(t) = −xi(t) + aî +
N−
j=1

gijxj(t), (3)

where gij ≥ 0 for i ≠ j,
∑N

j=1 gij = 0, and the aî are constants with
aî ≠ aĵ for î ≠ ĵ. The dynamics of the latter are

ẋi(t) =

N−
j=1

gijxj(t), (4)

where the gij satisfy the same constraints as for (3). Comparing
(3) and (4) with (1), we have taken the fi to be linear functions,
Γ an identity matrix, c = 1, and m = 1. The results derived in
this section can be easily extended to the more general case when
c > 0 and m ≥ 1. Since the constant forcing terms sometimes
come from the agents’ knowledge about their preferred values, the
agents described by (3) are called informed agents, and naturally
the agents described by (4) are called naive agents since they do
not have prior knowledge and have to rely on the interactions with
their peers to evolve. In the next two subsections, we provide some
sufficient and/or necessary conditions for systems of informed and
naive agents to converge to n clusters.

3.1. Systems of informed agents

In this subsection, we consider the case when the system only
consists of N informed agents described by (3) for 1 ≤ i ≤ N .
Assume that we have labeled the agents in such away that the first
l1 agents are under the forcing a1, the next l2 agents are under a2,
and so on. Then the system can be written in a compact form:

ẋ(t) = −x(t) + ā + Gx(t) = Ḡx(t) + ā, (5)

where x = [x1, x2, . . . , xN ]
T

∈ RN , G = (gij)N×N , Ḡ = G − I , and
ā = [a11T

l1
, . . . , an−11T

ln−1
, an1T

ln ]
T . Here I is the identity matrix, 1lk

are the lk-dimensional all-one column vectors for k = 1, . . . , n,
and l1 + · · · + ln = N .

We further write the matrix G in the following block matrix
form:

G =


G11 G12 · · · G1n
G21 G22 · · · G2n
...

...
. . .

...
Gn1 Gn2 · · · Gnn

 ,

where Gij ∈ Rli×lj , 1 ≤ i, j ≤ n. Since the row sums of G are zero,
we know the row sums of Ḡ are−1. In addition, Ḡ has non-negative
off-diagonal elements. Hence, Ḡ is invertible, and the eigenvalues
of Ḡ are all located in the open left-half plane. The equilibrium
of system (5) is x∗

= −Ḡ−1ā. Define y(t) = x(t) − x∗; then
ẏ(t) = Ḡy(t). It is obvious that y(t) → 0 as t → ∞. Thus x∗ is a
globally stable equilibrium of system (5). In fact, we can say more
about the structures of x∗ as follows.
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Theorem 1. For any initial condition, system (5) of informed agents
achieves n-cluster synchronization for almost all (in the sense of
Lebesgue measure) ai, 1 ≤ i ≤ n, with ai ≠ aj for i ≠ j, if the
block matrices Gij, 1 ≤ i, j ≤ n and i ≠ j, have constant row sums.

The proof of this theorem makes use of the following lemma.

Lemma 1. Consider thematrix P = (Pij)N×N , where Pij ∈ Rli×lj , 1 ≤

i, j ≤ n. Suppose that P is invertible and that its inverse is Q =

(Qij)N×N , where Q is partitioned in the same way as P. If the matrices
Pij have constant row sums for 1 ≤ i, j ≤ n, then the matrices Qij also
have constant row sums for 1 ≤ i, j ≤ n. In addition, let rij denote
the row sum of Pij and sij denote that of Qij; then RS = In×n, where
R = (rij)n×n and S = (sij)n×n.

Proof. From QP = I , one has
n−

k=1

Q1kPkj =


I, j = 1,
O, j ≠ 1,

where O is the zero matrix of appropriate dimension. Since the Pkj
have constant row sums rkj, summing up the elements in each row
of the Pkj gives

r11 r21 · · · rn1
r12 r22 · · · rn2
...

...
. . .

...
r1n r2n · · · rnn

⊗ I



Q111
Q121

...
Q1n1

 =


1
0
...
0

 , (6)

where 1 and 0 are the all-one and all-zero column vectors
of appropriate dimensions, respectively, and ⊗ denotes the
Kronecker product. Since P is invertible, so is R. Combining with
(6), we know that the Q1j have constant row sums for 1 ≤ j ≤ n. In
addition, the row sums s1j of Q1j satisfy

[s11, s12, . . . , s1n]T = (RT )−1
[1, 0, . . . , 0]T .

Using a similar calculation, it is easy to check that all the Qij have
constant row sums for 1 ≤ i, j ≤ n, and ST = R−T I; that is,
SR = I . �

Now we are ready to prove Theorem 1.

Proof of Theorem 1. Let Q = (Qij)N×N be the inverse of Ḡ. Since
the Ḡij, i ≠ j, have constant row sums and the row sums of Ḡ are
−1, it follows from Lemma 1 that the Qij have constant row sums
for 1 ≤ i, j ≤ n. Denote the row sum of Ḡij by rij and that of Qij

by sij. Then again from Lemma 1, we know that S = R−1, where
R = (rij)n×n, and S = (sij)n×n. So all the agents in the ith cluster
have the same asymptotic value −

∑n
j=1 sijaj.

Next we show that all the ai that do not lead to n-cluster
synchronization come from a set which has zero Lebesgue
measure. Let S = {x = [x1, . . . , xn]T ∈ Rn: xi = xj for some i ≠

j with 1 ≤ i, j ≤ n}, and let the smooth linear map g : Rn
→ Rn

be defined by g(x) = Rx. Then it is easy to check that S has zero
Lebesgue measure; so does g(S). Let U = {a = [a1, . . . , an]T ∈

Rn: ai ≠ aj for i ≠ j; (R−1a)i = (R−1a)j for some i ≠

j and 1 ≤ i, j ≤ n}; one has U ⊂ g(S), which implies that U
has zero Lebesgue measure. If a ∉ U, system (5) realizes n-cluster
synchronization, which completes the proof. �

The condition given in Theorem 1 is a sufficient condition, and
it may not be necessary when n > 2. However, for the special
case when n = 2, the condition is also necessary, as shown in the
following result.

Theorem 2. System (5) under any pair of distinct forcings a1 ≠ a2
achieves 2-cluster synchronization for any initial condition if and only
if the block matrices Gij, 1 ≤ i, j ≤ 2, and i ≠ j, have constant row
sums.
Proof (Sufficiency). Let Q =


Q11 Q12
Q21 Q22


N×N

be the inverse of

Ḡ. It follows from the fact that the Ḡij have constant row sums
rij and Lemma 1 that the Qij have constant row sums sij and

S =

−
r21 + 1

r12 + r21 + 1
−

r12
r12 + r21 + 1

−
r21

r12 + r21 + 1
−

r12 + 1
r12 + r21 + 1

. Thus solutions of system (5)

converge to x∗
= −Ḡ−1ā = −


(a1s11 + a2s12)1l1
(a1s21 + a2s22)1l2


. It is easy to check

that−a1s11−a2s12 ≠ −a1s21−a2s22, since a1 ≠ a2. Thus 2-cluster
synchronization has been realized.
(Necessity) Suppose that system (5) realizes 2-cluster synchroniza-
tion with final values x̄1 and x̄2. Let K = {k ∈ N ; the final value of
xk(t) is x̄1}.We first show that every agent under the same constant
forcing is in the same cluster. Suppose on the contrary that the ith
and jth agents both under constant forcing a1 have different final
values x̄1 and x̄2; then one has

0 = −x̄1 + a1 +

−
k∈N /K,k≠i

gik(x̄2 − x̄1),

0 = −x̄2 + a1 +

−
k∈K,k≠j

gjk(x̄1 − x̄2).

It follows that (x̄2 − x̄1)(1 +
∑

k∈N /K,k≠i gik +
∑

k∈K,k≠j gjk) =

0, which contradicts x̄2 − x̄1 ≠ 0 and 1 +
∑

k∈N /K,k≠i gik +∑
k∈K,k≠j gjk > 0.
From the proof of sufficiency, we find that the equilibrium of

system (5) is x∗
= −


a1Q111l1 + a2Q121l2
a1Q211l1 + a2Q221l2


. Let the ith row sums of

Q11 and Q12 be ti1 and ti2, respectively. Then, for any 1 ≤ i, j ≤ l1,
and a1 ≠ a2, we have −a1ti1 − a2ti2 = −a1tj1 − a2tj2. It follows
that ti1 = tj1 and ti2 = tj2 for 1 ≤ i, j ≤ l1. Thus, Q11 and Q12 have
constant row sums. Applying similar arguments toQ21 andQ22, one
can conclude that G12 and G21 have constant row sums in view of
Lemma 1. �

In the next subsection, we consider the systems that consist of
not only informed agents, but also naive agents.

3.2. Systems of informed and naive agents

Now, consider the system consisting of n − 1 clusters of
informed agents and one cluster of naive agents, whose dynamics
are described respectively by

ẋi(t) = −xi(t) + aî+
N−
j=1

gijxj(t), 1 ≤ i ≤ N − ln, (7)

and

ẋi(t) =

N−
j=1

gijxj(t), N − ln + 1 ≤ i ≤ N. (8)

The system dynamics can be written in a compact form:

ẋ(t) = Ḡx(t) + ā, (9)

where

Ḡ =


G11 − I · · · G1,n−1 G1n

...
. . .

...
...

Gn−1,1 · · · Gn−1,n−1 − I Gn−1,n
Gn1 · · · Gn,n−1 Gnn

 ,

and ā = [a11T
l1
, . . . , an−11T

ln−1
, 0T

ln ]
T .

Lemma 2. Ḡ is invertible if and only if, for any naive agent, there is a
directed path from some informed agent.
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Proof. See Appendix A. �

In what follows, we assume that for any naive agent there is
always a directed path from some informed agent. Similar to the
system consisting of only informed agents, since Ḡ is invertible, the
equilibrium x∗ of system (9) is x∗

= −Ḡ−1ā. Let y(t) = x(t) − x∗;
then one has ẏ(t) = Ḡy(t). It is obvious that y(t) → 0 as t → ∞.
Thus x∗ is a globally stable equilibrium of system (9).

In order to ensure that agents in the same cluster have the same
final values, we require the following. Suppose that the Ḡij have
constant row sums rij for i = 1, . . . , n − 1, j = 1, . . . , n, and
that the ith row sums of Gn1, . . . ,Gn,n−1 are mih1, . . . ,mihn−1 for
1 ≤ i ≤ ln, where the mi are positive constants. We require that
there is at least one hi ≠ 0, 1 ≤ i ≤ n − 1. Without loss of
generality, suppose that h1, . . . , hk ≠ 0, 1 ≤ k ≤ n − 1, and
hk+1 = · · · = hn−1 = 0; it is easy to see that the ith row sums of
Gnn are −mi

∑n−1
j=1 hj. Expanding the equation Q Ḡ = I , following a

similar argument as in the proof of Lemma 1, one has


r11 · · · rn−1,1 h1
r12 · · · rn−1,2 h2
...

...
. . .

...

r1n · · · rn−1,n −

n−1−
j=1

hj

⊗ I




Q111
Q121

...
Q1nm

 =


1
0
...
0

 ,

where m 1
= [m1, . . . ,mln ]

T . Let

M =



h2r11 − h1r12 · · · h2rn−1,1 − h1rn−1,2
... · · ·

...

hkr11 − h1r1k
. . . hkrn−1,1 − h1rn−1,k

...
. . .

...
r1,n−1 · · · rn−1,n−1
−1 · · · −1


;

then we have

(M ⊗ I)


Q111
Q121

...
Q1,n−11

 = [h21T , . . . , hk1T , . . . , 0T , 1T
]
T .

M is invertible, since Ḡ is. Then, we can conclude that the Q1j have
constant row sums for 1 ≤ j ≤ n− 1. In addition, the row sums s1j
of the Q1j satisfy

M[s11, s12, . . . , s1,n−1]
T

= [h2, . . . , hk, . . . , 0, 1]T .

It is easy to check that the Qij, 1 ≤ i ≤ n, 1 ≤ j ≤ n − 1, have
constant row sums sij,

S̃ =

 s11 · · · s1,n−1
...

. . .
...

sn−1,1 · · · sn−1,n−1

 =

h2 · · · hk 0T 1
−h1I O 1
O I 1

M−T ,

and [sn1, . . . , sn,n−1] = [0, . . . , 0, 1]M−T .
So S̃ is invertible. For 1 ≤ i ≤ n − 1,

∑n
j=1 rij = −1, it is

easy to show that
∑n−1

j=1 sij = −1, for 1 ≤ i ≤ n. Moreover, for
1 ≤ i ≤ n − 1 and 1 ≤ k ≤ ln, one can derive from ḠQ = I that

mkh1s1i + · · · + mkhn−1sn−1,i − mk

n−1−
j=1

hjsni = 0.

It follows that sni =

∑n−1
k=1 hkski∑n−1
j=1 hj

.

Suppose that x̄1, . . . , x̄n are the final values of the n clusters;
then each cluster converges to x̄i = −

∑n−1
j=1 sijaj. It follows that

[x̄1, . . . , x̄n−1]
T

= −S̃[a1, . . . , an−1]
T . Since S̃ is invertible, using a

similar argument as in the proof of Theorem 1, one can conclude
that, for almost all ai with ai ≠ aj for i ≠ j, the final values of the
informed agents in different clusters are distinct from one another.
In addition,

x̄n = −

n−1−
t=1

sntat = −

n−1−
t=1

n−1−
k=1

hkskt
n−1∑
j=1

hj

at

=

n−1−
k=1

hk
n−1∑
j=1

hj


−

n−1−
t=1

sktat


=

n−1−
k=1

hkx̄k
n−1∑
j=1

hj

, (10)

which implies that the final values of the naive agents have to be
a linear combination of the final values of the informed agents.
The coefficients hk/

∑n−1
j=1 hj are determined by the row sums of

Gn1, . . . ,Gn,n−1. Note that these final values only depend on the
row sums of the submatrices of Ḡ, but not on the number of agents
and the proportion of the informed agents in the system. Hence,
we have proved the following theorem.

Theorem 3. For system (9), if, for any naive agent there is a directed
path from some informed agent, the Gij have constant row sums rij
for i = 1, . . . , n − 1, j = 1, . . . , n, and the ith row sums of
Gn1, . . . ,Gn,n−1 are mih1, . . . ,mihn−1 for some mi > 0, 1 ≤ i ≤ ln,
then, for any initial condition, the final values of the clusters of the
informed agents are distinct from one another for almost all (in the
sense of Lebesgue measure) ai for 1 ≤ i ≤ n − 1 with ai ≠ aj
for i ≠ j, and the final values of the naive agents converge to a
linear combination of the asymptotic values of the informed agents
as defined in (10).

Remark 2. In Lu, Liu, and Chen (2010), more general agent
dynamics are considered. Consequently, besides the condition of
constant row sums stipulated in Theorem 3, additional conditions
have to be imposed to guarantee clustering. Since more restricted
agent dynamics are considered here, the agents’ final values can be
predicted, whereas it is difficult to do so for the model considered
in Lu et al. (2010).

In this section, we have considered the clustering behavior
when the agents have different linear dynamics. In the next
section, we consider more challenging scenarios, in which agents
are governed by the same self-dynamics.

4. Clustering with identical self-dynamics

Now, we consider the case when all the agents have the same
self-dynamics:

ẋi(t) = f (t, xi(t)) + c
N−
j=1

gijΓ xj(t), 1 ≤ i ≤ N, (11)

where the notation is the same as in (1), and f is a continuous
map that is globally Lipschitzian in xi with Lipschitz constant K
and gij ≥ 0 for i ≠ j. There are existing results discussing when
clustering might appear in (11). Now we compare such results.

Let X denote the manifold {x = [xT1(t), . . . , x
T
N(t)]T : x1(t) =

· · · = xl1(t), xl1+1(t) = · · · = xl1+l2(t), . . . , xN−ln+1(t) =

· · · = xN(t)} corresponding to the n-cluster synchronization. The
following result is from Lu et al. (2010).
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Theorem 4 (Lu et al., 2010). The manifold X is invariant if and only
if the block matrices Gij achieved by partitioning G into submatrices
corresponding to the clusters have constant row sums.

A sufficient condition for the same n-cluster synchronization
manifold to be invariant is given in Pogromsky (2008); it can be
stated as follows.

Theorem 5 (Pogromsky, 2008). The manifold X is invariant if there
is a solution X to the linear equations

(IN − Π)G = X(IN − Π), (12)

where Π is a permutation matrix such that X = ker(ImN −Π ⊗ Im).

We now prove that the conditions given in Theorems 4 and 5
are in fact equivalent.

Proposition 1. The block matrices Gij of G have constant row sums if
and only if there exists a solution X to the linear equations (12), where
Π is a permutation matrix satisfying X = ker(ImN − Π ⊗ Im).
Proof. (Necessity) Since X = ker(ImN − Π ⊗ Im), Π =

diag{Π1, . . . , Πn}, where theΠi are permutationmatriceswith the
same dimensions of Gii. From (12), we have

(I − Πi)Gij = Xij(I − Πj), 1 ≤ i, j ≤ n. (13)

Since the Gij have constant row sums, the row sums of (I − Πi)Gij

are zero. Suppose that Xij is a u × v matrix. Let GT
ij(I − Πi)

T
=

[β1, β2, . . . , βu] and XT
ij = [α1, . . . , αu], where αi and βi, 1 ≤ i ≤

u, are column vectors. Then (13) is equivalent to

(I − Πj)
Tαk = βk, 1 ≤ k ≤ u. (14)

Since rank(I − Πj)
T

= rank([(I − Πj)
T βk]) = v − 1, there exist

solutions to (14). Then there exists a solution X to (12).
(Sufficiency)Without loss of generality, suppose that the permuta-
tion matrix Π can be written as Π = diag{Π1, . . . , Πq, 1, . . . , 1  

n−q

},

where the Πk, 1 ≤ k ≤ q, are permutation matrices with the di-
agonal elements being zero. Then we can partition the matrix G
into n × n blocks with the dimensions of Gkk, q + 1 ≤ k ≤ n, all
being one. Thus we only need to prove that the Gij, 1 ≤ i, j ≤ q,
have constant row sums. Let Gij = [θ1, . . . , θu]

T , where the θi are
column vectors. From (13), it follows that

(I − Πi)Gij = [θ1 − θi1 , . . . , θu − θiu ]
T

= Xij(I − Πj),

where {i1, . . . , iu} is a permutation of {1, . . . , u} determined byΠi.
The row sums of Xij(I − Πj) are zero because of the zero row sums
of I−Πj. In addition, the diagonal entries ofΠi are zero, so the row
sums of θ T

i , 1 ≤ i ≤ u, are the same; namely the Gij have constant
row sums. �

We have just compared different conditions on when X is
invariant. To further guarantee clustering to take place, we now
introduce coupling delay into the system.

4.1. Delay-induced cluster synchronization

In view of Theorem 4, in this subsection we assume that the Gij
have constant row sums rij, 1 ≤ i, j ≤ n. We introduce a coupling
delay to (11) as follows (Lu, Chen, & Chen, 2006; Oguchi, Nijmeijer,
& Yamamoto, 2008):

ẋi(t) = f (t, xi(t)) + c
N−

j=1,j≠i

gijΓ (xj(t − τ) − xi(t))

= f (t, xi(t)) + c
N−
j=1

gijΓ xj(t − τ)

+ cdiΓ (xi(t − τ) − xi(t)), (15)
where the notation is the same as in (11), and in addition di =∑N
j=1,j≠i gij is the in-degree of the ith agent, and τ > 0 denotes the

time delay. The initial condition for (15) is given by xi(θ) = φi(θ),
for 1 ≤ i ≤ N, θ ∈ [−τ , 0], where φi(θ) ∈ C([−τ , 0], Rm).
Since f is a continuous map that is globally Lipschitzian in xi, and
the couplings among agents are linear, system (15) has a unique
solution which exists for all t ≥ 0 (Driver, 1977).

When the N coupled agents achieve complete synchronization,
i.e., x1(t) = x2(t) = · · · = xN(t) = s(t), we have the following
synchronized state equation:

ṡ(t) = f (t, s(t)) + cdiΓ (s(t − τ) − s(t)), i = 1, . . . ,N. (16)

Then, when s(t − τ) ≠ s(t), a necessary condition for the
synchronization manifold to be invariant is that d1 = d2 = · · · =

dN . When the N coupled agents achieve n-cluster synchronization,
i.e., xi(t) = xj(t) = sî(t) for î = ĵ, and si(t) ≠ sj(t) for î ≠ ĵ, we
have

ṡî(t) = f (t, sî(t)) + c
−

j≠i,j∈Cî

gijΓ (sî(t − τ) − sî(t))

+ c
n−

k=1,k≠î

rîkΓ (sk(t − τ) − sî(t)).

Then, a necessary condition for the cluster synchronization
manifold to be invariant is that di = dj for î = ĵ and di ≠ dj for
î ≠ ĵ.

Let D = diag{d1, . . . , dN}. Assume that G(G) is strongly
connected; then G is irreducible. Hence, zero is a simple
eigenvalue of G associated with a positive left eigenvector ξ =

[ξ1, ξ2, . . . , ξN ]
T . Define E = diag{ξ1, . . . , ξN}.

Now, consider the ith agent. Define the average of the îth cluster
to be

x̄î(t) =
1∑

i∈Cî

ξi

−
i∈Cî

ξixi(t),

and the difference between agent i’s state and this average to be
ei(t) = xi(t) − x̄î(t). Then

ėi(t) = ẋi(t) − ˙̄xî(t)

= f (xi(t)) + c
N−
j=1

gijΓ xj(t − τ)

+ cdiΓ (xi(t − τ) − xi(t)) − ˙̄xî, i = 1, . . . ,N. (17)

Let ei(t) = [ei1(t), ei2(t), . . . , eim(t)]T ∈ Rm, e(t) = [eT1(t), . . . ,
eTN(t)]T , ẽi(t) = [e1i(t), e2i(t), . . . , eNi(t)]T ∈ RN and ẽ(t) =

[ẽT1(t), . . . , ẽ
T
m(t)]T . Then one can check that

−
i∈Cî

ξiei =

−
i∈Cî

ξixi −
−
i∈Cî

ξi

 1∑
i∈Cî

ξi

−
i∈Cî

ξixi = 0.

Hence,−
i∈Cî

ξieTi ˙̄xî(t) = 0,
−
i∈Cî

ξieTi f (t, x̄î(t)) = 0,

−
i∈Cî

ξieTi


cdiΓ (x̄î(t − τ) − x̄î(t))


= 0,

−
i∈Cî

ξieTi


n−

k=1

−
j∈Ck

gijΓ x̄k(t)


= 0.
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Since f (t, x) satisfies the Lipschitz condition (2), there must
exist a diagonal matrix ∆ = diag{δ1, . . . , δm} such that

(x − y)T (f (t, x) − f (t, y) − ∆(x − y))

≤ −α(x − y)T (x − y) (18)

holds for some α > 0, all x, y ∈ Rm, and all t ≥ 0. A simple
choice of ∆ is (K + α)I , while, for a specific f (t, x) of interest, a
less conservative ∆ can be found. Now, we present the main result
in this subsection.

Theorem 6. Suppose that the Gij have constant row sums rij, for i, j =

1, . . . , n, that the in-degree di of each agent satisfies di = dj for î = ĵ
and di ≠ dj for î ≠ ĵ, and that ∆ is a diagonal matrix satisfying (18).
If there exist positive definite matrices Qj such that the linear matrix
inequalities[
2δjE − 2cγjED + Qj cγjE(G + D)

cγj(GT
+ D)E −Qj

]
< 0 (19)

hold for all j = 1, . . . ,m, then ei(t) → 0 as t → ∞ for i =

1, . . . ,N.

Proof. Since the matrix inequalities (19) are valid, there exists a
positive constant ϵ such that −2α + ϵ < 0 and

Λj =

[
2δjE − 2cγjED + Qjeϵτ cγjE(G + D)

cγj(GT
+ D)E −Qj

]
< 0

hold for all j = 1, . . . ,m. Let

V1 =

n−
î=1

Wî(t) =

n−
î=1

−
i∈Cî

ξieTi (t)ei(t)e
ϵt ,

V2 =

m−
j=1

∫ t

t−τ

ẽTj (s)Qjẽj(s)eϵ(s+τ)ds.

Consider the candidate Lyapunov function V (t) = V1(t) + V2(t).
Then, for Wî(t) =

∑
i∈Cî

ξieTi (t)ei(t)e
ϵt , its derivative along the

solutions to (17) is

Ẇî = 2eϵt
−
i∈Cî

ξieTi (t)

f (t, xi(t)) − f (t, x̄î(t)) + f (t, x̄î(t))

− ∆ei(t) + ∆ei(t) + c
N−
j=1

gijΓ (xj(t − τ) − x̄ĵ(t − τ))

+ c
n−

k=1

−
j∈Ck

gijΓ x̄k(t − τ)

+ cdiΓ (xi(t − τ) − xi(t)) − cdiΓ (x̄î(t − τ) − x̄î(t))

+ cdiΓ (x̄î(t − τ) − x̄î(t)) − ˙̄xî(t)


+ ϵeϵt
−
i∈Cî

ξieTi (t)ei(t)

= 2eϵt
−
i∈Cî

ξieTi (t)

f (t, xi(t)) − f (t, x̄î(t))

− ∆ei(t) + ∆ei(t) + c
N−
j=1

gijΓ ej(t − τ)

+ cdiΓ (ei(t − τ) − ei(t))


+ ϵeϵt
−
i∈Cî

ξieTi (t)ei(t)

≤ (−2α + ϵ)eϵt
−
i∈Cî

ξieTi (t)ei(t)
+ 2eϵt
−
i∈Cî

ξieTi (t)


∆ei(t) + c
N−
j=1

gijΓ ej(t − τ)

+ cdiΓ (ei(t − τ) − ei(t))


.

Then, it follows that

V̇ (t) ≤ (−2α + ϵ)eϵt
n−

î=1

−
i∈Cî

ξieTi (t)ei(t)

+ 2eϵt
n−

î=1

−
i∈Cî

ξieTi (t)


∆ei(t)

+ c
N−
j=1

gijΓ ej(t − τ) + cdiΓ (ei(t − τ) − ei(t))


+ eϵ(t+τ)
m−
j=1

ẽTj (t)Qjẽj(t)

− eϵt
m−
j=1

ẽTj (t − τ)Qjẽj(t − τ)

≤ (−2α + ϵ)eϵt
n−

î=1

−
i∈Cî

ξieTi (t)ei(t)

− eϵt
m−
j=1

ẽTj (t − τ)Qjẽj(t − τ)

+ eϵt
m−
j=1

ẽTj (t)


(2δjE − 2cγjED + Qjeϵτ )ẽj(t)

+ 2cγjE(G + D)ẽj(t − τ)


= (−2α + ϵ)eϵt

n−
î=1

−
i∈Cî

ξieTi (t)ei(t)

+ eϵt
m−
j=1

[ẽTj (t), ẽ
T
j (t − τ)]Λj

[
ẽj(t)

ẽj(t − τ)

]
≤ 0.

Therefore, V (t) ≤ V (0), which implies that V1(t) is bounded.
In view of the definition of V1, this further implies that ‖e(t)‖
is bounded from above by an exponentially decaying signal that
converges to zero. This completes the proof. �

Theorem 6 has shown that the differences among the states
of the agents in the same cluster will converge to zero as time
goes to infinity. However, it is in general difficult to prove that
the differences between clusters do not converge to zero. Next, we
prove 2-cluster synchronization when f is periodic. Consider

f (t, xi(t)) = Bxi(t) + h(xi(t)) + β(t), (20)

where B = diag{b1, . . . , bm} with negative constants bi < 0,
β :R+

→ Rm is a continuous, periodic functionwith periodω > 0,
i.e., β(t + ω) = β(t), and h :Rm

→ Rm is a bounded function
which satisfies ‖h(ξ1)− h(ξ2)‖ ≤ H‖ξ1 − ξ2‖. We first present the
following result.

Lemma 3. If there exist positive definite matrices Pj such that the
linear matrix inequalities[
2(bj + H)I − 2cγjD + Pj cγj(G + D)

cγj(GT
+ D) −Pj

]
< 0 (21)
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hold for all j = 1, . . . ,m, then the coupled system (15) with f in the
form of (20) has exactly one periodic solution with period ω to which
all the other solutions converge exponentially fast as t → ∞.

Proof. See Appendix B. �

With Lemma 3, we now prove 2-cluster synchronization.

Theorem 7. Suppose that the Gij have constant row sums rij, for i, j =

1, . . . , n, τ ≠ kω, for k ≥ 0, and di = dj for î = ĵ and di ≠ dj for
î ≠ ĵ. If there exist positive definite matrices Pj and Qj such that (19)
and (21) hold with δj = bj + H for j = 1, . . . ,m, then, for any initial
condition, the coupled system (15) with f in the form of (20) realizes
2-cluster synchronization.

Proof. In view of Theorem 6, we only need to show that complete
synchronization cannot be achieved. Suppose that the contrary is
true. Then (16) holds for all i = 1, . . . ,N . It follows from Lemma 3
that s(t) is a periodic function with period ω. Since τ ≠ kω for
k ≥ 0, it follows that s(t − τ) cannot be equal to s(t) for all t . Thus
we have d1 = dN , which contradicts the fact that d1 ≠ dN , since
agents 1 and N do not belong to the same cluster. �

When n ≥ 3, we show through simulations in Section 5 that
n-cluster synchronization can be achieved if (19) and (21) are
satisfied.

In the next subsection, we discuss a different mechanism to
realize cluster synchronizationwhen the agents’ self-dynamics are
identical.

4.2. Clustering with negative couplings

In this subsection, we study how clustering may appear as a
pure effect of structured diffusive couplings. We assume that the
agents’ dynamics are completely determined by their couplings:

ẋi(t) =

N−
j=1

gijxj(t), (22)

or, in a compact form,

ẋ(t) = Gx(t). (23)

Comparing to (1), we have taken Γ to be an identity matrix, c = 1,
and m = 1. The results derived below can be easily extended to
the general case when c > 0 and m ≥ 1. It is well known that, if
Gij ≥ 0, i ≠ j, and G(G) contains a directed spanning tree, then the
system achieves consensus (Ren & Beard, 2005). In this subsection,
we assume that there might be negative couplings, and as a result
Gij ∈ R. Let η1 = [1T

l1
, 0T

N−l1
]
T , η2 = [0T

l1
, 1T

l2
, 0T

N−l1−l2
]
T , . . . , ηn =

[0T
N−ln , 1

T
ln ]

T , and letα1, . . . , αn be n independent vectors satisfying
ηT
i αj = 1, if i = j, and ηT

i αj = 0, if i ≠ j. Since the solution to (23)
is x(t) = eGtx(0), it is obvious that, if

lim
t→∞

eGt =

n−
i=1

ηiα
T
i , (24)

then n-cluster synchronization might be achieved. We provide
the following necessary and sufficient condition under which (24)
holds.

Lemma 4. Eq. (24) holds if and only if

Gηi = 0, αT
i G = 0, i = 1, . . . , n, (25)

where G has exactly n zero eigenvalues and all the other eigenvalues
have negative real parts.

Proof. See Appendix C. �
From Lemma 4, it is clear that, in order to realize n-cluster
synchronization, the Gij have to have zero row sums. In the
following discussion, assume that G satisfies the condition that
the row sums of the Gij, 1 ≤ i, j ≤ n, are zero; then G has zero
as an eigenvalue whose geometric multiplicity is at least n. Let
η1 = [1T

l1
, 0T

N−l1
]
T , . . . , ηn = [0T

N−ln , 1
T
ln ]

T , be n right eigenvectors
associated with 0, and let α1, . . . , αn be the corresponding left
eigenvectors satisfying ηT

i αj = 1, if i = j, and ηT
i αj = 0, if i ≠ j. The

following result is a slightly modified version of the main result of
Yu and Wang (2009).

Theorem 8. Suppose that the initial values of system (23) satisfy that
the αT

i x(0) with 1 ≤ i ≤ n are not equal to each other; then n-cluster
synchronization can be achieved if and only if G has exactly n zero
eigenvalues and all the other eigenvalues have negative real parts.

The conditions stipulated in Theorem 8 for achieving n-cluster
synchronization is an algebraic condition, which is difficult to
check in application. Now, we develop algorithms to construct
appropriate coupling topologies which satisfy the conditions in
Theorem 8.

Lemma 5 (Horn & Johnson, 1985). Let A and B be N × N Hermitian
matrices, and let the eigenvalues λi(A), λi(B), and λi(A + B) be
arranged in decreasing order as λN(·) ≤ λN−1(·) ≤ · · · ≤ λ1(·).
For each k = 1, 2, . . . ,N, we have

λk(A) + λN(B) ≤ λk(A + B) ≤ λk(A) + λ1(B).

Intuitively, if the inner couplings within the clusters are strong
enough, system (23) can achieve cluster synchronization. This is
verified by the following results.

Proposition 2. Let

G = diag{c1G11, . . . , cnGnn} +


0 G12 · · · G1n
G21 0 · · · G2n
...

...
. . .

...
Gn1 Gn2 · · · 0


be a symmetric matrix, G1 = diag{c1G11, . . . , cnGnn}, and G2 =

G − G1. Suppose that the Gij have zero row sums, matrices Gii are
irreducible, and the off-diagonal elements of Gii are non-negative. If
ci >

ρ(G2)
−max1≤i≤n λ2(Gii)

, then G has exactly n zero eigenvalues and all the
other eigenvalues are negative.

Proof. Since the Gij have zero row sums, G has at least n zero
eigenvalues. Using Lemma 5, one has

λN(G2) ≤ λi(G) − λi(G1) ≤ λ1(G2),

which leads to |λi(G) − λi(G1)| ≤ ρ(G2). It follows from
ci >

ρ(G2)
−max1≤i≤n λ2(Gii)

that max1≤i≤n ciλ2(Gii) + ρ(G2) < 0. From
the assumptions, one has that the −Gii are irreducible Laplacian
matrices. It follows that λ1(G1) = · · · = λn(G1) = 0, and
λn+1(G1) = max1≤i≤n ciλ2(Gii). Thus one concludes thatλn+1(G) ≤

max1≤i≤n ciλ2(Gii) + ρ(G2) < 0. �

Proposition 3. Suppose that the graphs G1, . . . , Gn associated with
G1, . . . ,Gn are balanced and strongly connected; then, for any
positive definite matrix S with proper dimension, zero is an eigenvalue
of S diag{G1, . . . ,Gn} of algebraic and geometric multiplicity n, and
all the other eigenvalues of S diag{G1, . . . ,Gn} have negative real
parts.
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Fig. 1. The evolution of a system consisting of three clusters.

Proposition 3 can be proved using a similar argument as that in
the proof of Theorem 4.5 in Lin (2008).

Proposition 3 provides a way to construct a graph satisfying the
condition in Theorem 8. Let G′ be a graph with n disconnected
components, which are strongly connected and balanced. Let the
matrix associated with G′ be G′; then, multiplying from the left, a
positive definite matrix S gives us a matrix G = SG′ satisfying the
condition in Theorem 8.2

5. Illustrative examples

In this section, several examples are given to illustrate the
theoretical analysis results.

Example 1. Consider the network consisting of two clusters of
informed agents and one cluster of naive agents with l1 = l2 =

l3 = 2 and a1 = 1, a2 = 7. The coupling matrix is given by

G =


−2 0 1 1 0 0
0 −2 2 0 0 0
1 0 −1 0 0 0
0 1 0 −1 0 0
1 0 1 1 −3 0
0 2 4 0 0 −6

 .

Since the final values of the first and second clusters are 4 and 5.5,
respectively, the values of the naive agents converge to 4 ×

1
3 +

5.5 ×
2
3 = 5. Fig. 1 shows the evolution of the three clusters.

Example 2. Let

G1 =

 −3 2 0 1
2 −3 1 0
1 0 −2 1
0 1 1 −2

 ,

G2 =


−4 2 0 1 0 1
2 −4 1 0 1 0
1 0 −3 1 1 0
0 1 1 −3 0 1
0 1 1 0 −2 0
1 0 0 1 0 −2

 .

2 We are indebted to I. Shames for pointing out this reformulation of some of our
earlier results.
All the agents in the diffusively coupled network (15) have the
same self-dynamics, which are (Zhou, Xiang, & Liu, 2007)

ẋi(t) =

[
−3.6 0
0 −4.2

] [
xi1(t)
xi2(t)

]
+

[
a cos(νt)

0

]

+

[
1.5 −0.5

−2.1 1.8

]1
2
(|xi1(t) + 1| − |xi1 − 1|)

1
2
(|xi2(t) + 1| − |xi2 − 1|)

 . (26)

When a = 1.6 and ν = 2.6, system (26) has a unique and globally
exponentially stable periodic solution.

Consider the coupled network associated with the coupling
matrix G1. Let τ = 1, c = 0.5, and Γ = diag{1, 1}. Using
Matlab, we get solutions Qj and Pj to (19) and (21) as Qj = Pj =

diag{0.5550, 0.5550, 0.4717, 0.4717}, j = 1, . . . ,m. Assume that
every agent takes the same initial value xi(θ) = [0.1, 0.2]T , i =

1, . . . , 4, θ ∈ [−1, 0]. The states of the agents finally evolve into
two clusters, as shown in Fig. 2(a). When τ = 0, the states of the
agents achieve complete synchronization, as shown in Fig. 2(b).
So the delay indeed has induced the clustering behavior in this
example.

When the coupled network has the coupling matrix G2, and
τ = 1, from Fig. 3 it can be seen that the agents finally evolve into
three clusters.

Example 3. A network that realizes 2-cluster synchronization has
the topology shown in Fig. 4. The associated matrix G is

−2 2 0 0 −1 1
2 −2 0 0 0 0
0 0 −2 2 1 −1
0 0 2 −2 0 0
0 1 0 −1 −2 2
0 −1 0 1 2 −2

 ,

which has two zero eigenvalues and the other eigenvalues have
negative real parts. Let groups 1, 2, 3 be {1, 2}, {3, 4}, {5, 6},
respectively. It is easy to see from Figs. 4 and 5 that, although there
is no direct connection between groups 1 and 2, the states of the
agents in these two groups finally achieve the same value via the
interconnectionwith agents in group 3,which have a different final
value.

6. Concluding remarks

This paper has investigated three different mechanisms that
lead to n-cluster synchronization in multi-agent systems. Some
sufficient conditions and/or necessary conditions have been
constructed for systems with different agent self-dynamics, with
delay, or having negative couplings. Numerical examples are given
to verify the effectiveness of the analysis. The three mechanisms
presented in this paper are just examples of different approaches
towards cluster synchronization. It is envisioned that after
gaining insights into the clustering behavior in natural, social, or
engineered systems, more mechanisms can be revealed, and thus
different cluster synchronizationmodels can be constructedwhose
advantages and disadvantages can be compared. The mechanisms
studied in this paper might lead to new understanding of the
clustering behavior in natural and man-made systems, and in the
end help to design efficient coordination algorithms for dynamic
multi-agent systems.

Appendix A. Proof for Lemma 2

(Sufficiency) Assume that |Ḡ| = 0. Then Ḡx = 0has a non-trivial
solution x1, . . . , xN . Let r be one of the indices for which |xi|, i =

1, . . . ,N , is maximum. Then |xi| < |xr |, for 1 ≤ i ≤ l1 +· · ·+ ln−1.
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(a) When τ = 1, the agents evolve into two clusters. (b) When τ = 0, the agents achieve complete synchronization.

Fig. 2. The evolution of the states xi(t) for i = 1, . . . , 4.
Fig. 3. The agents evolve into three clusters with G2 when τ = 1.

Fig. 4. The topology of a network.

Suppose that the contrary is true. Then consider the ith row of Ḡx.
One has

(−gii + 1)|xr | = (−gii + 1)|xi| ≤

−
j≠i

gij|xj| ≤

−
j≠i

gij|xr |.

It follows that |xr | ≤ 0, which contradicts the fact that |xr | > 0.
We conclude that r > l1 + · · · + ln−1.

For any k satisfying |xr | > |xk|, one has grk = 0. Otherwise,
consider the rth row of Ḡx; one has
Fig. 5. State trajectories. (Agents 1, 2, 3, 4 are in the same cluster.)

−grr |xr | ≤

−
j≠r

grj|xj| <
−
j≠r

grj|xr | = −grr |xr |,

which is a contradiction.
Let s be the number of indices j for which |xj| = |xr |. Then the

rth row containsN−s zeros and grk = 0, for 1 ≤ k ≤ l1+· · ·+ln−1.
All the s corresponding rows containN−s zeros in the same places.
So, by the same permutations of the rows and columns, matrix Ḡ
can be transformed to[
U11 U12
0 U22

]
, (A.1)

where U22 ∈ Rs×s is a square matrix and U11 containsG11 − I · · · G1,n−1
.
.
.

. . .
.
.
.

Gn−1,1 · · · Gn−1,n−1 − I

as a submatrix in the upper left corner.

Thus there is no directed path fromany informed agent to the naive
agent in the block U22.

(Necessity) If, for s naive agents, there are no directed paths
from any informed agent, then Ḡ can be transformed to (A.1) by
the same permutations of the rows and columns such that U22
only contains s naive agents. U22 having zero row sum implies that
|Ḡ| = 0, which is a contradiction.
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Appendix B. Proof for Lemma 3

Let C = C([−τ , 0], Rm). For any φi ∈ C, we define ‖φi‖τ =

sup−τ≤θ≤0 ‖φi(θ)‖. For any φ = [φT
1 , . . . , φT

N ]
T , where φi ∈

C, 1 ≤ i ≤ N , we denote the solution of (15) through (0, φ) as
x(t, φ) = [xT1(t, φ), . . . , xTN(t, φ)]T , and define xt(φ) = x(t+θ, φ),
θ ∈ [−τ , 0], t ≥ 0; then xt(φ) ∈ C for all t ≥ 0.

Now consider two solutions x(t, φ) and x(t, ϕ) of (15). Define
wi(t) = xi(t, φ) − xi(t, ϕ), w(t) = [wT

1 (t), . . . , w
T
N(t)]T , w̃i(t) =

[w1i(t), . . . , wNi(t)]T , and w̃(t) = [w̃T
1 (t), . . . , w̃

T
m(t)]T . It follows

from (15) and (20) that

ẇi(t) = Bwi(t) + h(xi(t, φ)) − h(xi(t, ϕ))

+ c
N−
j=1

gijΓ wj(t − τ) + cdiΓ (wi(t − τ) − wi(t)).

Since the matrix inequalities (21) are valid, there exists a
positive constant ϵ such that

Ωj =

[
2(bj + H)I + ϵI − 2cγjD + Pjeϵτ cγj(G + D)

cγj(GT
+ D) −Pj

]
are negative definite for all j = 1, . . . ,m. Consider the candidate
Lyapunov function

V (t) =

N−
i=1

wT
i (t)wi(t)eϵt

+

m−
j=1

∫ t

t−τ

w̃T
j (s)Pjw̃j(s)eϵ(s+τ)ds.

By similar calculations as in the proof of Theorem 6, we obtain

V̇ (t) ≤ eϵt
m−
j=1

[w̃T
j (t), w̃

T
j (t − τ)]Ωj

[
w̃j(t)

w̃j(t − τ)

]
≤ 0.

Therefore, V (t) ≤ V (0), from which it follows that

‖x(t, φ) − x(t, ϕ)‖ ≤ Me−
ϵ
2 t‖φ − ϕ‖τ , t ≥ 0,

where M ≥ 1 is a constant. Then, it is easy to see that

‖xt(φ) − xt(ϕ)‖τ ≤ Me−
ϵ
2 (t−τ)

‖φ − ϕ‖τ . (B.1)

Comparing (B.1) and Eq. (5) in Cao (1999), it is easy to see that,
using similar arguments to that in Cao (1999), one can conclude
that system (15) has exactly one periodic solution with period ω,
and all the other solutions converge exponentially to it as t → ∞.

Appendix C. Proof for Lemma 4

We give the proof for the case when n = 2. The proof for the
general case n ≥ 2 can be proved following similar steps.

(Sufficiency) This has been proved as Lemma 6 in Yu andWang
(2009).

(Necessity) Let J = diag{J1, . . . , Js} be the Jordan form of G,
i.e., there exists a non-singular matrix P such that G = PJP−1. Then

lim
t→∞

eGt = P lim
t→∞

diag{eJ1t , . . . , eJst}P−1.

limt→∞ eGt exists if and only if the Ji are zero matrices or the
eigenvalues of the Ji have negative real parts. Let u1, . . . , uN be
the columns of P and vT

1 , . . . , v
T
N be the rows of P−1. Then the fact

that (24) holds implies that J has the form J = diag{Ok, Z}, where
Ok is the k-dimensional zero matrix and the eigenvalues of Z have
negative real parts. We have

lim
t→∞

eGt = P
[
Ik 0
0 0

]
P−1

=

k−
i=1

uiv
T
i .

Since rank(uiv
T
i ) = 1 and rank(

∑N
i=1 uiv

T
i = I) = N ,

∑k
i=1 uiv

T
i

must have rank k. Combined with (24), one has k = 2 and u1v
T
1 +
u2v
T
2 = η1α

T
1 + η2α

T
2 , which implies that G has exactly two zero

eigenvalues and all the other eigenvalues have negative real parts.
In addition, one has

u11v
T
1 + u21v

T
2 = αT

1 , . . . , u1l1v
T
1 + u2l1v

T
2 = αT

1 ,

which implies that (u1i −u1j)v
T
1 + (u2i −u2j)v

T
2 = 0. Then u1i = u1j

and u2i = u2j for 1 ≤ i, j ≤ l1. Using similar arguments, we have

u11 = · · · = u1l1 , u1l1+1 = · · · = u1N ,

u21 = · · · = u2l1 , u2l1+1 = · · · = u2N .

If u11 = 0, then [0T
l1
, 1T

l2
]
T is a right eigenvector associated with

0, and so is [1T
l1
, 0T

l2
]
T . If u11 ≠ 0, [0T

l1
,

u2Nu11−u1Nu21
u11

1T
l2
]
T is a right

eigenvector associated with 0. So [0T
l1
, 1T

l2
]
T and [1T

l1
, 0T

l2
]
T are right

eigenvectors associated with 0.
Without loss of generality, choose u1 = η1 = [1T

l1
, 0T

l2
]
T and

u2 = η2 = [0T
l1
, 1T

l2
]
T ; then η1(v1−α1)

T
+η2(v2−α2)

T
= 0, which

implies that v1 = α1 and v2 = α2. Hence, one has αT
1G = αT

2G = 0.
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