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A New Method to Make 2-D Wear Measurements Less Sensitive to Projection Differences of Cemented THAs

Bertram The MD, Gunnar Flivik MD, PhD, Ron L. Diercks MD, PhD, Nico Verdonschot PhD

Abstract  Wear curves from individual patients often show unexplained irregular wear curves or impossible values (negative wear). We postulated errors of two-dimensional wear measurements are mainly the result of radiographic projection differences. We tested a new method that makes two-dimensional wear measurements less sensitive for radiograph projection differences of cemented THAs. The measurement errors that occur when radiographically projecting a three-dimensional THA were modeled. Based on the model, we developed a method to reduce the errors, thus approximating three-dimensional linear wear values, which are less sensitive for projection differences. An error analysis was performed by virtually simulating 144 wear measurements under varying conditions with and without application of the correction: the mean absolute error was reduced from 1.8 mm (range, 0–4.51 mm) to 0.11 mm (range, 0–0.27 mm). For clinical validation, radiostereometric analysis was performed on 47 patients to determine the true wear at 1, 2, and 5 years. Subsequently, wear was measured on conventional radiographs with and without the correction: the overall occurrence of errors greater than 0.2 mm was reduced from 35% to 15%. Wear measurements are less sensitive to differences in two-dimensional projection of the THA when using the correction method.

Introduction

Wear is an important factor in failure of THAs [4, 8, 9, 15, 17, 18, 26]. Manual measurement methods using pencils, plastic templates of circles, and calipers on films are being abandoned in favor of more accurate digital measurement techniques that are becoming the standard for two-dimensional (2-D) wear measurements. Although the precision of these techniques has improved substantially, reported mean errors are still as much as 0.5 mm [3, 7, 8, 10, 14, 19, 23, 24, 27, 28]. A potential source of errors in 2-D wear measurements in a clinical setting are the differences between the 2-D projection of the THA on the immediate postoperative and follow up radiographs. The irregular wear patterns, and the occurrence of impossible values such as negative wear, that are seen in individual wear curves may be the result of this. (A more open projection of the cup will result in a smaller distance between the center of the metal ring and the center of the femoral head; if the second radiograph is such that the acetabular cup is now projected more closed, thus with a metal ring that seems narrower, the projected distance between the center of the metal ring and the center of the femoral head will become larger, implying negative wear.) This jeopardizes the applicability of measurements for a patient, and a method to eliminate this source of error therefore is desirable.
We previously developed a geometric framework to model wear measurement errors resulting from projection differences of a THA [29]. Based on this model, we developed an algorithm that adjusted the raw 2-D measurements to more accurate values. This adjustment was accomplished by mathematically reversing the causal chain leading to the 2-D measurement error and then converting the measurement value to approximate the true linear wear, as was described in an earlier publication [29]. This approximation is obtained by using the differences in projection between the radiographs (for example, more pelvic tilting on either radiograph) to extract additional information on the wear pattern. In other words, the source of errors (differences in projection) is used to create more accurate linear wear estimates. This correction method was tested in a laboratory setting and yielded promising preliminary results [29]: in a zero-wear situation, measurement errors of 0.2 mm were found when projection differences in acetabular anteversion were as small as 5°. When the correction method was used, projection differences needed to exceed 20° to result in the same measurement error [29].

Although the results showed a clear improvement in validity of measurement values in that specific specimen in a no-wear situation in a laboratory setting, it remains unclear how the correction method would perform in different individuals in a clinical setting. It also is not clear how the correction method is affected if the assumption of the model (knowledge of the true plane of wear) is not met. This assumption can never be met in clinical practice. The correction method thus needs to be robust; it should still be accurate even if the model assumption is not ideally met. Otherwise, the correction could cause additional errors instead of eliminating them.

The first aim of this study was to subject the correction method to a sensitivity analysis. The second aim was to determine the accuracy of wear measurements with and without application of the correction method.

Materials and Methods

The study design consisted of two components. First, a virtual simulation of wear measurements was performed to quantify the errors (mean absolute error in millimeters of wear measured) that occur when model assumptions were not met. Second, a clinical series with available radiostereometric analysis (RSA) wear measurements was used to determine the efficacy of the correction method in a clinical setting (mean absolute error in millimeters of wear measured). We simulated 144 wear measurements with and without application of the correction method (Appendix 1) by computer analysis under varying conditions; the projection difference of the cup between the reference and followup radiograph varied from 10° to 30°, absolute cup anteversion varied from 0° to 70°, whereas the true amount of linear wear was set at 2.0 mm. The model on which the correction method is based assumes the true plane of wear is known. We simulated failures to meet this assumption by introducing errors of the assumed true plane of wear from –30° to +30°. In other words, if the wear would be assumed to occur in the plane of the radiograph, the true direction of wear was simulated to be at an angle between –30° (posteriorly) and +30° (anteriorly) relative to the radiograph.

The computer calculated how the center of the femoral head would be projected on film relative to the metal ring on the reference and followup radiographs. The raw 2-D linear wear was calculated as the projected shift of the femoral head relative to the metal ring. The difference between the raw 2-D linear wear and the true wear (2.0 mm) was recorded. Then, the correction was applied (Appendix 1) and the resulting difference between the approximated three-dimensional (3-D) linear wear and the true linear wear was recorded. (All reported results are thus calculated and not measured.)

For clinical validation of the correction method, we included all eligible patients who were to receive a primary all-polyethylene THA and who could be given one of the especially manufactured (tantalum-marked) prostheses. We obtained a cohort of 47 patients (32 women) who received a ScanHip® Classic II system with Opticup® (Biomet, Brigend, UK) from September 1995 to October 1998 in the University Hospital of Lund, Lund, Sweden. For this type of prosthesis, the distance between the center of the 28-mm femoral head and the center of the metal ring is approximately 2 mm. For most other types of prostheses, this value is between 2 and 7 mm. The greater this distance, the greater is the expected gain of the correction algorithm.

The mean age (± standard deviation) of the patients was 67 (± 12) years. Their mean body weight (± standard deviation) was 78 (± 13) kg. Twenty-four arthroplasties were performed on the left side. All patients were analyzed with RSA, the gold standard for in vivo wear measurements. Radiostereometric analysis is a method in which change of position of bony or artificial (prosthetic) structures in relation to each other can be measured very accurately. A stereoradiographic approach provides a computer with the necessary data to calculate the relative displacement of interest [5, 13, 22, 25, 30].

The ultrahigh molecular weight polyethylene (UHMWPE) cups (ranging from 46 to 56 mm) had been marked with seven to nine tantalum markers by the manufacturer. Radiostereometric analysis examinations were performed by a uniplanar technique [16, 25] with the patient in the supine position. The two radiograph sources,
at an angle of 40° relative to each other, were fixed (mounted to the ceiling). We used a Type 41 calibration cage (Tilly Medical, Lund, Sweden) and the computer software UmRSA® Version 5.0 (RSA Biomedical, Umeå, Sweden). The reference examination was performed within 1 week of the operation and the followups at 1, 2, and 5 years postoperatively. Conventional hip radiographs were taken on the same day as the RSA examinations. The RSA wear measurements were made by digitally tracing the motion of the tantalum markers and calculation of the resultant 3-D vector of the head migration into the cup.

All raw measurements (thus without correction) were performed on 150 dpi digitized radiographs using the noncommercially available software application, Hip, developed in the Orthopaedic Biomechanics Laboratory, University Medical Center Radboud, Nijmegen, The Netherlands. The observer was blinded from the 3-D RSA measurement results. The center of the metal contrast wire of the cup and the center of the prosthetic femoral head were used as reference points for the wear measurements (Fig. 1). The center of the metal ring was determined by digital placement of 10 points on the outer outline of the metal contrast wire. Using these points, an ellipse was fitted by the computer and its center calculated. Ten points on the edge of the femoral head were used to fit an ellipse on the femoral head and calculate its center. Then, the location of the center of the femoral head relative to the center of the metal ring of the acetabular cup was calculated. Wear was detected as a shift of the location of the femoral head relative to the metal ring. The linear wear is corrected for magnification with the known diameter of the femoral head.

We recorded the difference between the raw 2-D linear wear and the true 3-D linear wear as determined by RSA. Then, the correction was applied and the resulting corrected estimate was compared with the true 3-D linear wear as determined by RSA.

Mean absolute errors and ranges of errors, incidence of errors of a predetermined magnitude, and Pearson correlation coefficients were calculated using SPSS Version 12.0 (SPSS Inc, Chicago, IL). Alpha was set at 0.05 when testing for statistical significance.

Results

The raw measurements had a mean absolute error of 1.8 mm (range, 0–4.51 mm). This was reduced to a mean absolute error of 0.10 mm (range, 0–0.27 mm) by applying the correction (Table 1). The largest error with correction was 0.27 mm and occurred when an extreme failure of meeting the model assumptions was introduced; the assumed plane of wear was at an angle of 30° with the true plane of wear. Negative wear values were found in 25% of the raw measurements, whereas none were found after correction.

Raw wear values correlated with \( r = 0.83; r^2 = 0.71 \) RSA values (Fig. 2A). This was enhanced to a correlation coefficient of 0.92 \( r^2 = 0.85 \) when applying the correction method (Fig. 2B). Errors greater than 0.6 mm appeared in 2% of the raw measurements and were eliminated completely by the correction method. Errors greater than 0.4 mm were present in 9% of the raw measurements, which was reduced to 2% by applying the correction. An error greater than 0.2 mm was found in 34% of the raw measurements, whereas this was reduced to 17% by application of the correction method (Fig. 3). The mean absolute error was 0.2 mm for the raw values, which was reduced to 0.1 mm with application of the correction method.

Discussion

Most existing 3-D wear measurement techniques are expensive or time-consuming or demand the use of additional (lateral) radiographs, dedicated software, or implantation of reference objects near the THA. We have developed a new method that combines the advantages of conventional 2-D wear measurements with the advantages of 3-D measurements; the obtained wear values are more valid and are virtually identical with varying projections of the THA, whereas no additional equipment or radiographs are needed. The method was effective in virtual and

---

**Fig. 1** The raw 2-D measurement method in this study uses the change in distance between two reference points to determine linear wear. The center of the metal ring \( a \) and the center of the femoral head \( b \) are used as reference points.
clinical settings. A correlation coefficient of 0.92 ($r^2 = 0.85$) was found between RSA measured values and the values obtained when applying the correction method. This compares favorably or at least comparably to the results of true 3-D methods. The correlation coefficient comparing the values for wear derived with the Poly-Ware™ (Draftware Developers, Inc, Vevay, IN) radiographic technique with the values derived with a coordinate measuring machine is 0.78, while the correlation coefficient comparing the values derived with the Martell Hip Analysis Suite (The University of Chicago Orthopaedic Research Institute, Chicago, IL) radiographic technique with those derived with a coordinate measuring machine is 0.80 [12].

Some limitations and assumptions concerning the study have to be mentioned. Although the method uses a reversal algorithm to convert 2-D measurements into approximations of the 3-D linear wear, the method cannot be said to be a truly 3-D method because it does not provide the user with separate wear values over three perpendicularly oriented axes of direction. Therefore, the method does not provide the user with a separate estimate of out-of-plane wear, which would enable the user to quantify volumetric wear. However, the reversal algorithm (and thus the correction method) provides the user with measurement values that possess characteristics of 3-D wear values: an overall linear wear value that approximates the 3-D linear wear value and values that are not as sensitive to radiographic projection differences as conventional 2-D wear measurement values.

### Table 1. Error analysis by virtual simulation

<table>
<thead>
<tr>
<th>Difference in opening angle between radiographs</th>
<th>Anteversion</th>
<th>Error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No error correction applied</td>
</tr>
<tr>
<td>10°</td>
<td>0° and 10°</td>
<td>0.18 (0.15–0.27)</td>
</tr>
<tr>
<td></td>
<td>10° and 20°</td>
<td>0.45*</td>
</tr>
<tr>
<td></td>
<td>20° and 30°</td>
<td>0.74*</td>
</tr>
<tr>
<td></td>
<td>30° and 40°</td>
<td>1.00*</td>
</tr>
<tr>
<td></td>
<td>40° and 50°</td>
<td>1.23*</td>
</tr>
<tr>
<td></td>
<td>50° and 60°</td>
<td>1.43*</td>
</tr>
<tr>
<td></td>
<td>60° and 70°</td>
<td>1.58*</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>0.94</td>
</tr>
<tr>
<td>20°</td>
<td>0° and 20°</td>
<td>0.60*</td>
</tr>
<tr>
<td></td>
<td>10° and 30°</td>
<td>1.19*</td>
</tr>
<tr>
<td></td>
<td>20° and 40°</td>
<td>1.74*</td>
</tr>
<tr>
<td></td>
<td>30° and 50°</td>
<td>2.23*</td>
</tr>
<tr>
<td></td>
<td>40° and 60°</td>
<td>2.66*</td>
</tr>
<tr>
<td></td>
<td>50° and 70°</td>
<td>3.01*</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>1.91</td>
</tr>
<tr>
<td>30°</td>
<td>0° and 30°</td>
<td>1.34*</td>
</tr>
<tr>
<td></td>
<td>10° and 40°</td>
<td>2.19*</td>
</tr>
<tr>
<td></td>
<td>20° and 50°</td>
<td>2.97*</td>
</tr>
<tr>
<td></td>
<td>30° and 60°</td>
<td>3.66*</td>
</tr>
<tr>
<td></td>
<td>40° and 70°</td>
<td>4.24*</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>2.88</td>
</tr>
<tr>
<td>Overall mean</td>
<td></td>
<td>1.80</td>
</tr>
</tbody>
</table>

Each given error is a mean of the absolute errors at 0°, 10°, 20°, and 30° out-of-plane wear, thus indicating the degree of failure to meet the model assumption of using the correct plane of wear; all values were equal in this series.
A second limitation is the fact that our results do not apply to metal-backed prostheses. We focused on wear measurements of cemented THAs for two reasons. The circumferential metal ring of all-polyethylene cups enables accurate measurement of projection differences of the THA [1], which is a basic step in the correction method. Second, the expected gain in validity is highest in measurements on all-polyethylene cups. The reason for this is the center of the metal ring and the center of the femoral head do not coincide but are approximately 2 to 7 mm (depending on the type of cup) apart in a zero-wear situation. The greater this distance, the greater is the expected gain from using the correction method. We used a THA prosthesis type with only a small distance (2 mm) between the reference points, which means the results, when using other types of THA prostheses, in (possible) future replicate studies might be even better.

When applying the correction method in this study, we presumed the second radiograph was the plane in which true wear occurred. This is partially arbitrary because we cannot really know the true plane of wear, but it does have a theoretical advantage: the link between opening angle and 2-D projected distance of reference points is the most accurate in the first postoperative radiograph (because no wear has yet occurred). Correction of the opening angle (and therefore the projected distance) is sure to be exact on the first radiograph, whereas a correction on other radiographs can slightly overcorrect or undercorrect. Because this error is not expected to be very large, an alternative method to choose the reference plane such as the average of the opening angles is defendable, and perhaps even preferable, when more than two followup radiographs are available; the consideration of more radiographs might be expected to produce a better estimate of the true plane of wear. Nonetheless, the error analysis in this study has clarified the fact that exact knowledge of the true plane of wear is not necessary; even when assuming a wrong plane of wear, it is beneficial to apply the correction method.

We did not assume wear always occurs in a pure cranial or craniomedial direction because the direction of wear is craniolateral in a substantial fraction of our patients. This necessitates a step by which the correction is only applied on the vectoral component perpendicular to the major axis of the elliptic projection of the metal ring (as described in Appendix 1). Not following these guidelines might result in overcorrection of the measurement values.

We could not distinguish between wear and creep in our study. The latter certainly can be a relevant source of additional penetration of the femoral head into the polyethylene. It is believed to mostly add to penetration rates in the first year after implantation and has been the specific subject of study in several papers [2, 11, 21]. Although our correction method, similar to other methods, cannot directly distinguish creep from wear, it does offer the possibility of estimating the amount of creep in individual cases because it makes reliable individual wear curves possible.

Several studies report the implications of using 2-D versus 3-D wear measurements. It is commonly accepted 2-D measurements on average (thus on a group level) underestimate the 3-D wear value (mean differences varying from 0.07 to 0.46 mm) [6, 12, 20, 28]. In addition, wear curves of individual patients measured with 2-D techniques can be unstable, as illustrated in an earlier publication [29]. That report provided the theoretical foundation for the correction method and showed promising preliminary results in a cadaver study. The current study suggests application of this method will not result in large errors, even under extreme conditions, by performing an extensive error analysis. Translated to clinical practice, this also implies the influence of variability in position of the patient on measurement values is substantially reduced. The RSA validation performed in this study has shown its superior performance in a clinical setting in comparison with raw (ie, uncorrected) measurements. Future clinical studies will have to be conducted to quantify the efficacy of this method in different clinical settings (eg, in different types of prostheses). However, on the basis of our results,
we would recommend implementation of the correction method in 2-D orthopaedic software packages.

Appendix 1

The correction method uses the underlying mechanism of differences in 2-D projected distances with varying positions of two objects in space to construct a 3-D linear wear approximation [17]. The following formula is used for correction of the raw wear measurement assuming the second radiograph to be the true plane of wear:

corrected wear = v₁ × cosine β / cosine α − v₂

where v₁ is the distance between the two reference points on the first (direct postoperative) radiograph, v₂ is the distance between the reference points on the second radiograph, α is the opening angle of the cup on the first radiograph, and β is the opening angle of the cup on the second radiograph used for the wear measurement. The opening angles are calculated with the following formula: opening angle = arcsine (minor axis/major axis).

This formula should be applied to the vectoral component of wear occurring perpendicular to the long axis of the projected metal contrast wire. The component of wear occurring parallel to this axis should not be changed. The total linear wear is then calculated by taking the square root of the sums of the quadratic values of the adjusted vector perpendicular to the major axis and the unadjusted vector parallel to the major axis of the ellipse.
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