We have calculated the self-consistent Green’s function for a number of atoms and diatomic molecules. This Green’s function is obtained from a conserving self-energy approximation, which implies that the observables calculated from the Green’s functions agree with the macroscopic conservation laws for particle number, momentum, and energy. As a further consequence, the kinetic and potential energies agree with the virial theorem, and the many possible methods for calculating the total energy all give the same result. In these calculations we use the finite temperature formalism and calculate the Green’s function on the imaginary time axis. This allows for a simple extension to nonequilibrium systems. We have compared the energies from self-consistent Green’s functions to those of nonselfconsistent schemes and also calculated ionization potentials from the Green’s functions by using the extended Koopmans’ theorem. © 2005 American Institute of Physics. DOI: 10.1063/1.1884965

I. INTRODUCTION

Recent progress in molecular electronics has exposed the need for better theoretical methods for ab initio studies of nonequilibrium many-electron systems.1 When describing transport through a single molecule one must account for the details of the electronic structure in the molecule and in the contacts. Unfortunately, the currently used theoretical methods typically predict values for the conductivity that differ by orders of magnitude from the experimentally measured values. Most of these methods aim only at describing the steady-state properties of these nonequilibrium systems, but this also requires taking the correlated dynamics of the many-electron systems into account. A first-principles description of nonequilibrium systems is highly complicated. Time-dependent density-functional theory2 (DFT) offers an exact description and is also suitable for treating the quantum conduction problem.3 At present, however, density-functional calculations for quantum conduction have only been carried out at the level of the adiabatic local-density approximation,4 which corresponds to using exchange-correlation functionals without memory.

How to construct such improved functionals that can take dissipation properly into account is far from obvious. Solving the time-dependent Schrödinger equation for the full many-particle system is not an option due to the large computational effort. Instead, Green’s-function techniques offer a natural and relatively simple method for describing a nonequilibrium correlated many-particle system.5–8 Within this formalism, we can systematically improve our approximations, also including electron-phonon interactions. Compared to density-functional theory, the Green’s function \( G(r_1 t_1, r_2 t_2) \) is obviously more complicated than the electron density since it is a time-dependent function of two coordinates. But while we know from DFT that the observables are functionals of the electron density alone, these functionals are in most cases unknown and presumably highly complicated. The same observables are simple functionals of the Green’s function. Furthermore, there is no obvious path towards improved approximations in DFT, while improved approximations for the Green’s functions can systematically be derived from diagrammatic techniques. In fact, the Green’s-function formalism is highly useful also for deriving approximations in DFT.9–12

In this paper, we will present results of Green’s-function calculations for equilibrium systems as a first step towards time propagation of the full nonequilibrium Green’s functions. The use of ground-state Green’s-function techniques has a long history in quantum chemistry.13–17 The most attractive feature of this formalism is that the Green’s function provides expectation values of all one-body operators, the total energy, ionization potentials, and spectral function, while being a much simpler object than the many-particle wave function. Our approach differs in two important ways from this earlier work. Firstly, we use the finite temperature formalism and calculate the Green’s function on the imaginary time axis. This choice leads to a number of computational simplifications but is ultimately motivated by the possibility of easily extending the calculations to nonequilibrium systems. The second characteristic feature is that we have carried out the calculations such that the observables obtained from the Green’s function agree with the macroscopic conservation laws of the underlying Hamiltonian, e.g., conservation of particle number, momentum, angular momentum, and energy. This requires the use of conserving approximations,18,19 a concept which is rarely discussed in quantum chemistry literature, but which is particularly important for calculations on nonequilibrium systems. Another essential part of these calculations is that the Green’s func-
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tions should be calculated self-consistently, i.e., should not depend on a reference state. Such calculations have, to the best of our knowledge, never been carried out on molecules, though partially self-consistent solutions exist.\textsuperscript{15,20} If the Green’s function is not self-consistent, the particle number finite-temperature formalism\textsuperscript{6} simplifies the notation and also bard model,\textsuperscript{22} and lately also for the silicon crystal\textsuperscript{23} and information. In particular, the one-particle density matrix is given a relatively simple quantity which provides a wealth of information laws of the underlying Hamiltonian. This could, for instance, mean that the trace of the density matrix gives the wrong particle number, that the energy will depend on the method used for calculating it, or that the potential and kinetic energies do not satisfy the virial theorem. We will in this paper stress the importance of calculating the Green’s function from so-called conserving approximations,\textsuperscript{18,19} which ensures the physicality and internal consistency of the calculated observables.

Our system is described by the Hamiltonian

\[ \hat{H} = \int dx \left( \hat{\psi}^\dagger(x) \left[i + w(r)\right] \hat{\psi}(x) + \frac{1}{2} \int dx \int dx' \hat{\psi}^\dagger(x) \hat{\psi}^\dagger(x') \hat{\psi}(x') \hat{\psi}(x) \right), \]

where \( \hat{T} = -\nabla^2/2 \) is the kinetic energy, \( w(r) \) is the external potential and \( v(r,r') = 1/|r-r'| \) is the electron interaction. We use atomic units throughout this paper. In an analogy with the Heisenberg picture, the operators are given a time dependence according to \( \hat{O}(\tau) = e^{i\hat{H}\tau} \hat{O} e^{-i\hat{H}\tau} \). The Green’s function is then defined as the expectation value

\[ G(x_1 \tau_1, x_2 \tau_2) = \langle T[\hat{\psi}_\tau(x_1 \tau_1) \hat{\psi}^\dagger(x_2 \tau_2)] \rangle = \theta(\tau_1 - \tau_2) \langle \hat{\psi}_\tau(x_1 \tau_1) \hat{\psi}^\dagger(x_2 \tau_2) \rangle - \theta(\tau_2 - \tau_1) \langle \hat{\psi}_\tau(x_2 \tau_2) \hat{\psi}^\dagger(x_1 \tau_1) \rangle, \]

where \( \hat{\psi}_\tau(x) \) and \( \hat{\psi}^\dagger_\tau(x) \) are field annihilation and creation operators in the Heisenberg picture. The time-ordering operator \( T \) moves the operator with the largest time argument to the left. The equilibrium Green’s function depends only on the difference between the two time coordinates, and we can thus write \( G(x_1 \tau_1, x_2 \tau_2) = G(x_1, x_2; \tau_1 - \tau_2) \). The Green’s function solves the equation of motion

\[ \left[ -\partial_\tau + \frac{\nabla^2}{2} - w(r) - v_{\hat{H}}(r) + \mu \right] G(x,x'; \tau) = \delta(\tau) \delta(x - x') + \int_0^\beta d\tau_1 \int dx_1 \Sigma(x,x_1; \tau - \tau_1) \times G(x_1,x'; \tau_1), \]

where the Hartree potential \( v_{\hat{H}}(r) \) and the self-energy \( \Sigma(x,x'; \tau) \) account for the effects of the electron-electron interaction. Both the Hartree potential and the self-energy are functionals of the Green’s function, which means that the Dyson equation [Eq. (4)] should be solved to self-consistency. The self-energy functional must be approximated, but for any approximation beyond Hartree–Fock the computational effort involved in solving this equation is rather larger. Self-consistent calculations for real systems have only recently appeared.\textsuperscript{25} Earlier calculations on molecules and atoms have, however, obtained partially self-consistent solutions.\textsuperscript{15,20}

While we in this paper are concerned with atoms and small molecules at zero temperature, the calculations will have to be carried out at a finite temperature. The temperature must be low enough such that we can clearly distinguish between occupied states with energies below the chemical

\[ \int dx \lim_{\eta \to 0} O(x) G(x,x', - \eta). \]
potential and unoccupied states with energies below the chemical potential. This presents no problem for systems with a finite highest occupied molecular orbital-lowest unoccupied molecular orbital (HOMO-LUMO) gap, and the exact value of the chemical potential \( \mu \) is not important as long as the value is in the gap. In the zero-temperature limit, shifting the chemical potential by a small value will obviously change the Green’s function, but not the value of the observables.

Expanding the Green’s function in a one-particle basis \( \{ \phi_i(x) \} \), the Dyson [Eq. (4)] becomes an equation to the time-dependent matrix \( G_{ij}(\tau) \). It is convenient to write the Green’s function on the form

\[
G_{ij}(\tau) = \theta(\tau)G_{ij}^0(\tau) + \theta(-\tau)G_{ij}^0(\tau),
\]

as indicated in Eq. (3). This notation clearly displays the discontinuity of the Green’s function at \( \tau=0 \) given by

\[
\lim_{\tau \to 0} [G_{ij}(\tau) - G_{ij}(-\tau)] = [G_{ij}^0(0) - G_{ij}^0(0)] = -\delta_{ij}.
\]

To solve Eq. (4) we also need the boundary condition \( G_{ij}(\tau - i\beta) = -G_{ij}(\tau) \), which expresses that the Green’s function is antiperiodic in the \( \tau \) variable.\(^{27}\) This follows from the definition of the Green’s function in Eq. (3). To illustrate these and other properties of the Green’s function, it is useful to consider a noninteracting Green’s function \( G^0 \), which results from approximating the self-energy \( \Sigma \) with a \( \tau \)-independent one-particle potential. Finding the Green’s function then corresponds to solving a set of one-particle equations. Using the corresponding orbitals as eigenfunctions, \( G^0 \) is diagonal and given in terms of the eigenvalues \( \epsilon_i \) according to\(^5\)

\[
G_{ij}^{0<}(\tau) = \delta_{ij} \mu(\epsilon_i) e^{-\epsilon_i \tau},
\]

\[
G_{ij}^{0>}(\tau) = -\delta_{ij} [1 - n(\epsilon_i)] e^{\epsilon_i \tau}.
\]

Here, \( \epsilon_i = \epsilon - \mu \), and the term \( n(\epsilon) = 1/(e^{\beta \epsilon} + 1) \) is the Fermi distribution. The fact that \( G^0 \) is antiperiodic and has the discontinuity [Eq. (5)] is easily verified. We now see that if \( \beta \to \infty \), then \( G_{ij}^{0<}(0) = -G_{ij}^{0>}(0) = 1 \) if \( \epsilon_i < \mu \) and 0 if \( \epsilon_i > \mu \). Conversely, we have \( G_{ij}^{0<}(-\beta) = -G_{ij}^{0>}(0) = 0 \) if \( \epsilon_i < \mu \) and 1 otherwise. Due to the exponential dependence on \( \tau \), the Green’s function will be peaked around the times \( \tau=0 \) and \( \tau = \pm \beta \). This is true also for the fully interacting Green’s function as well as the self-energy \( \Sigma(\tau) \), although the values at the endpoints will then not be exactly 0 and 1.

We will in the following consider un-polarized systems, such that \( \phi_i = \phi_{i\uparrow} = \phi_i \). While the Dyson equation [Eq. (4)] is exact, the self-energy \( \Sigma[G] \) must be approximated in practical calculations. In these calculations we have chosen to use the second-order approximation to the self-energy, as illustrated in Fig. 1. Since the electron interaction is instantaneous, this self-energy has a particularly simple form. The first diagram in Fig. 1 is the exchange diagram,

\[
\Sigma_{xij}(\tau) = -2\theta(\tau) \sum_{kl} G_{kl}^{<}(0) v_{klj},
\]

where the two-electron integrals are here defined according to

\[
\Phi = \frac{1}{2} \left[ \begin{array}{cc} 1 & -1/4 \\ -1/4 & 1/4 \end{array} \right],
\]

\[
\Sigma = \left[ \begin{array}{c} 0 + \\ + + \end{array} \right].
\]

FIG. 1. The second-order approximation to the self-energy \( \Sigma \) can be derived as a functional derivative of a functional \( \Phi \). The first diagram of \( \Phi \) and \( \Sigma \) are the exchange-energy and self-energy diagrams, respectively.

\[
\begin{align*}
\Phi &= \int dr \int dr' \phi_i^*(r) \phi_j^*(r') \nu(r-r') \phi_i(r) \phi_j(r). \\
\end{align*}
\]

The two remaining diagrams represent the correlation contribution.

\[
\Sigma_{cij}(\tau) = - \sum_{klmn} G_{kl}(\tau) G_{mn}(\tau) G_{pq}(-\tau) \times \nu_{qmn} [2\nu_{lpq} - \nu_{lqp}],
\]

The factor 2 that appears in Eqs. (7) and (9) comes from summing over the spin indices. It can be shown that both the Green’s function and the self-energy are real, symmetric, \( \tau \)-dependent matrices. The second-order diagrams resemble those evaluated in second-order Möller–Plesset perturbation theory.\(^{15}\) The most important difference between our calculations and second-order perturbation theory is that we solve the Dyson equation to self-consistency, and the final result is, for this reason, independent of any reference state. It also means that the self-energy [Eq. (9)] is evaluated using a non-diagonal Green’s function matrix.

The second-order approximation is an example of a conserving approximation,\(^{18,19}\) which means that the self-energy can be obtained as the functional derivative of a functional \( \Phi[G, v] \).

\[
\Sigma(x,x' ; \tau) = -\frac{\partial \Phi}{\partial G(x', x ; -\tau)}.
\]

The functional corresponding to the second-order approximation is shown in Fig. 1. The observables calculated from the Green’s function will then agree with the macroscopic conservation laws of the underlying Hamiltonian. The Hartree potential is also a functional of the Green’s function since the density given by \( n(x) = \rho(x) = \lim_{\beta \to 0} G(x,x; -\beta) \). In calculations, one will start with an initial guess for \( G \), e.g., the Hartree–Fock (HF) Green’s function on the form indicated in Eq. (6). One then calculates the Hartree potential and the self-energy from Eqs. (7) and (9) and solves the Dyson equation [Eq. (4)]. If the self-consistency cycle is not continued, the resulting observables will depend on the initial Green’s function. The results can be unphysical and can produce e.g., an incorrect particle number. Partial self-consistency, which means that the correlation part of the self-energy [Eq. (9)] is fixed while the Hartree–Fock potential \( v_H + \Sigma_x \) is updated, can significantly improve the results\(^{15}\) but will, in general, not remove the unphysical features of the calculated observables.

Another advantage of self-consistent calculations, is that all the various methods for calculating the total energy from the Green’s function give the same result (for a detailed dis-
Green's function can be obtained from the Fourier transform.

The interaction energy is \( V_{\text{ne}} \), where \( U_0 \) and \( U_{\text{xc}} \) are the kinetic energy and the nuclear-electron attraction energy, respectively. The Fourier transform of the Green's function is given by \( G(\omega) = \int dt G(t) e^{i\omega t} \), where the time variable \( t \) corresponds to a real-time variable. The Green's function was calculated from a conserving density matrix, and the density matrix was found from the equilibrium density operator. Since the equilibrium density operator is symmetric, the matrices are symmetric. The eigenvalue problem can therefore be solved analytically. The Green's function was obtained on the imaginary time axis, and the exchange and correlation energy can be calculated from the expression:

\[
U_{\text{xc}} = \frac{1}{2} \int_0^\beta d\tau \sum_{ij} (-\tau) G_{ij}(\tau).
\]

When the Green's function is obtained from a conserving formalism, the Green's function is defined along the real axis, starting from 0, passing through \( t \), and ending at \( T \). This introduces the concept of the Keldysh time contour, which is central to the study of nonequilibrium systems. A nonequilibrium system at a time \( t \) can now be described by a Green's function \( G(x_1, t_1; x_2, t_2) \), where the time arguments must be located on this contour starting at 0, passing through \( t \), and ending at \( -\beta \). In calculations, this means that we first calculate the Green's function for time arguments on the imaginary time axis, and the Green's function was obtained from \( G(i\omega) \) by the use of Padé approximations.

For our calculations we have not found this approach practical. We have instead chosen to calculate ionization potentials from the extended Koopmans' Theorem. The ionization potentials are found from the eigenvalue equation:

\[
\sum_{ij} \Delta_{ij} \mu_j^m = (E_0^N - \mu N - \lambda_m) \sum_j \rho_{ij} \mu_j^m,
\]

where the matrix \( \Delta \) is defined according to:

\[
\Delta_{ij} = \int dx \int dx' \phi_i(x) \langle \hat{\psi}(x) | \hat{\psi}(x') | \hat{\psi}(x') \rangle \phi_j(x').
\]

This definition differs from the one found in Ref. 25 by the inclusion of the chemical potential. The Green's function in Eq. (3) and the Dyson equation [Eq. (4)], we can write \( \Delta \) and the density matrix \( \rho \) as:

\[
\Delta_{ij} = -\partial_i G_{ij}(\tau)|_{\tau=0} \quad \text{and} \quad \rho_{ij} = G_{ij}(0^+).
\]

We now interpret the eigenvalues \( \lambda_m \) as the energies of the \( N-1 \) particle system, \( \lambda_m = E_m^{N-1} - \mu(N-1) \). For the second-order approximation, the self-consistent Green's function is real and symmetric, which implies that both the matrices \( \Delta \) and \( \rho \) are symmetric. The eigenvalue problem can therefore be rewritten according to:

\[
\sum_{ij} \tilde{\Delta}_{ij} \tilde{\mu}_j^m = -\tilde{\lambda}_m \tilde{\mu}_i^m,
\]

where \( \tilde{\Delta}_{ij} = (\rho^{-1/2} \Delta \rho^{-1/2})_{ij} \) and \( \tilde{\mu}_j^m = \Sigma \rho_{ij} \mu_j^m \). The eigenvalues give the KET ionization potentials according to \( \tilde{\lambda}_m = \lambda_m - E_0^N + \mu N = \mu + E_m^{N-1} - E_0^N = T_{\text{eKET}} + \mu \).

As mentioned in the Introduction, one of the main reasons why we choose to work in the finite-temperature formalism is that the equations can easily be generalized to nonequilibrium systems. For a system initially in equilibrium at \( t=0 \), the time-dependent value of the expectation value is given by \( \langle \hat{O}(t) \rangle = \text{Tr}(\hat{\rho} \hat{O}(t)) \), where the subscript \( H \) indicates the Heisenberg picture. The time-dependence of the operator is given by the evolution operators \( \hat{O}_H(t) = \hat{U}(0,t) \hat{O} \hat{U}(t,0) \), where \( i\partial_t \hat{U}(t,t') = \hat{H}(t') \hat{U}(t,t') \), and we have defined \( \hat{K}(t) = H(t) - \mu \hat{N} \). Since the equilibrium density operator \( \hat{\rho} \) can also be written as an evolution operator, \( \hat{\rho} = \hat{U}(-i\beta,0)/ \text{Tr}(\hat{U}(-i\beta,0)) \), the time-dependent expectation value of the operator \( \hat{O} \) can be written as:

\[
\langle \hat{O}(t) \rangle = \frac{\text{Tr}(\hat{U}(-i\beta,0) \hat{O}(0,t) \hat{U}(t,0))}{\text{Tr}(\hat{U}(-i\beta,0))}.
\]

The numerator, read from right to left, describes an evolution along a time contour from the initial time 0 to \( t \), then back to 0, and along the imaginary time axis to \( -i\beta \). This introduces the concept of the Keldysh time contour, which is central to the study of nonequilibrium systems. A nonequilibrium system at a time \( t \) can now be described by a Green's function \( G(x_1, t_1; x_2, t_2) \), where the time arguments must be located on this contour starting at 0, passing through \( t \), and ending at \( -i\beta \). In calculations, this means that we first calculate the Green's function for time arguments on the imaginary axis in order to describe the initial equilibrium systems. The time evolution then implies extending the contour on which the Green's function is defined along the real axis, starting from \( t=0 \). Our calculations therefore constitute the first step in the propagation of the nonequilibrium Green's functions. This method is also a direct way of obtaining the equilibrium Green's function on the real time axis rather than on the imaginary time axis. This is simply done by propagating the Green's function along the real time axis, without any additional time-dependent potential. The resulting Green's function will only depend on the difference \( t_1 - t_2 \) between the time coordinates, and will essentially be equivalent to ordinary real-time Green's function.

**III. RESULTS**

The calculations were carried out using a set of Slater basis functions, using 25 basis functions for each hydrogen atom and 30–40 basis functions for each of the other atoms. As the Green's function is peaked around the endpoints \( \tau=0 \) and \( \tau=\pm \beta \), it is inconvenient to represent the
Green's function on an even-spaced time grid. We have therefore used the uniform power mesh method, as described in Ref. 23, which is dense only at the end points 0 and \( \tau = \pm t \). It is usually sufficient to have between 40 and 80 points on the time mesh. The first step in the calculations consists of solving the HF or DFT equations, resulting in an initial Green’s function \( G^0(\tau) \). Using the orbitals with eigenvalues \( e_i \) as basis functions, this Green function matrix is diagonal and has the form

\[
G^0(\tau) = \rho(\tau)(n(e_i) - 1)e^{-\epsilon_i \tau} + \rho(-\tau)n(e_i)e^{\epsilon_i \tau}.
\]

We have again used the notation \( e_i = \epsilon_i - \mu \), subtracting the chemical potential \( \mu \) from the HF or DFT eigenvalues. In our calculations, the inverse temperature was set to \( \beta = 100 \), which is sufficiently low to approximate the zero-temperature limit. Only if the HOMO-LUMO gap becomes sufficiently low to approximate the zero-temperature limit. The exact location of the chemical in the HOMO-LUMO gap is difficult to distinguish between occupied and unoccupied levels. The exact location of the chemical in the HOMO-LUMO gap is otherwise arbitrary. We can shift the chemical potential (equivalent to shifting the eigenvalues \( \epsilon_i \)) without changing the properties of the system, as long as the eigenvalues of the occupied states are negative and the eigenvalues of the unoccupied states are positive.

The noninteracting Green’s function corresponds to a solution of the noninteracting Dyson equation,

\[
[-\partial_{\tau} - h_{ij}] G^0_{ij}(\tau) = \delta_{ij} \delta(\tau) + \sum_k \Sigma^0 G^0_{ik} G^0_{kj}(\tau).
\]

The self-energy matrix \( \Sigma^0_{ij} \) equals \( \int dx \phi^*_i(x)\mu_{\text{HF}}(x)\phi_j(x) \) if the orbitals are obtained from a DFT calculation, or \( \int dx \int dx' \phi^*_i(x)\mu_{\text{HF}}(x,x')\phi_j(x') \) if the orbitals are obtained from a HF calculation. From this initial Green’s function, we can solve the Dyson equation on the integral form,

\[
G_{ij}(\tau) = \delta_{ij} G^0_{ij}(\tau) + \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \sum_k G^0_{ik}(\tau - \tau_1) \times \Sigma_{ik}(\tau_1 - \tau_2) G_{kj}(\tau_2),
\]

where \( \Sigma_{ik}(\tau_1 - \tau_2) = \Sigma_{ik}(\tau_1 - \tau_2) - \delta(\tau_1 - \tau_2) \Sigma^0_{ik} \). For a given \( \Sigma \), solving the Dyson equation [Eq. (20)] for \( G \) means having to solve a set of linear equations, which can be done by using iterative methods such as, e.g., the biconjugate gradient method. This is somewhat more complicated than the conventional procedure of solving the Dyson equation for the Fourier-transformed function \( G(\omega) \), when the time convolution integrals transform into products of the Fourier-transformed functions. While representing the functions in frequency space is convenient when not attempting to find a self-consistent solution, the discontinuities at the points \( t = 0 \) and \( \pm t \) makes this inconvenient for our calculations. The frequency space representation has the additional problem that the functions decay slowly as a function of \( \omega \), which causes frequency integrals to converge very slowly.

Having solved Eq. (20), the self-energy \( \Sigma \) must now be calculated with this new \( G \), for which a new solution of Eq. (20) must be obtained. This procedure will eventually lead to a self-consistent Green’s function. It is important to stress that while the reference functions \( G^0 \) and \( \Sigma^0 \) appear in the Dyson equation [Eq. (20)], the observables obtained from the self-consistent Green’s function should not depend on the choice of reference state, as is also indicated by Eq. (4). Using orbitals from the local density approximation (LDA) or HF, orbitals should lead to the same result (i.e., the observables calculated from the Green’s function should be the same). Solving the Dyson equation for different choices of \( \Sigma^0 \) can therefore serve as a useful numerical test of the calculations (in particular, for checking whether the number of points of the time mesh is large enough). We have found that convergence is reached much more quickly when using HF rather than DFT as starting point.

The self-consistent energies are shown in Table I. We have also included the HF energies and the total energy calculated from the Luttinger–Ward (LW) functional. \(^{20–32} \) The LW functional \( E_{\text{LW}}[G] \) is a functional of the Green’s function, such that \( \delta E[G]/\delta G = 0 \) when \( G \) is the self-consistent solution of the Dyson equation. At the self-consistent \( G \), the LW functional gives exactly the same result as the methods discussed above. Evaluating the LW functional on an approximate noninteracting Green’s function such as, e.g., the HF Green’s function then yields energies close to the self-consistent values due to the variational property of the energy functional. That is this indeed the case can be seen in Table I, where the deviation between the LW energies and the self-consistent results are less than one millihartree. This illustrates the fact that the functional is indeed insensitive to the input of Green’s function, and that a very good estimate

<table>
<thead>
<tr>
<th>( T )</th>
<th>( V_{\text{ee}} )</th>
<th>( U_\tau )</th>
<th>( V_{\text{ex}} )</th>
<th>( E )</th>
<th>( E_{\text{LW}}[G_{\text{HF}}] )</th>
<th>( E[G] )</th>
<th>( E_{\text{HF}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>2.8981</td>
<td>-6.7585</td>
<td>-0.0703</td>
<td>0.9635</td>
<td>-2.8969</td>
<td>-2.8969</td>
<td>-2.9013</td>
</tr>
<tr>
<td>Ne</td>
<td>128.8790</td>
<td>-311.1072</td>
<td>-0.5748</td>
<td>53.3944</td>
<td>-128.8339</td>
<td>-128.8322</td>
<td>-128.6470</td>
</tr>
<tr>
<td>Mg</td>
<td>199.8400</td>
<td>-79.3181</td>
<td>-199.9097</td>
<td>-199.9093</td>
<td>-199.9279</td>
<td>-199.6146</td>
<td></td>
</tr>
<tr>
<td>Mg(^{2+})</td>
<td>199.0333</td>
<td>-469.8175</td>
<td>-0.5489</td>
<td>71.6822</td>
<td>-199.1020</td>
<td>-199.0754</td>
<td>-199.8035</td>
</tr>
<tr>
<td>H(_2)</td>
<td>1.1600</td>
<td>-3.6463</td>
<td>-0.0645</td>
<td>0.6062</td>
<td>-1.1659</td>
<td>-1.1658</td>
<td>-1.1722</td>
</tr>
<tr>
<td>LiH</td>
<td>8.0488</td>
<td>-20.4673</td>
<td>-0.1294</td>
<td>3.3746</td>
<td>-8.0515</td>
<td>-8.0513</td>
<td>-8.0608</td>
</tr>
</tbody>
</table>
for the self-consistent energies can be obtained without having to solve the Dyson equation. As can be seen from the table, the virial theorem is satisfied reasonably well. The deviation of the kinetic from the negative of the total energy is due to the limited size of the basis sets and becomes smaller when increasing the number of basis functions.

The advantage of self-consistent calculations is that the results depend only on the chosen diagrammatic approximation and not on the reference state. In Ref. 30, we showed how the LW energies are also very close to the conventional second-order Møller–Plesset (MP2) energies, and according to the results in Table I, the MP2 energies are thus also very close to the self-consistent energies. This is interesting, since the Møller–Plesset series can be shown to diverge, while the self-consistent Green’s function calculations take into account contributions to infinite order in the electron interaction. We can expect to see a large difference between the MP2 energy and the self-consistent results in systems where MP2 fails badly, e.g., for the dissociation curve of the H₂ molecule. While the MP2 energy diverges when the internuclear separation \( R \to \infty \), the first iteration of the Dyson equation [Eq. (20)] yields a finite result.

In addition to results obtained from the self-consistent Green’s function, we have also included non-self-consistent results. These are calculated using a Green’s function obtained from the first iteration of Eq. (20), the first iteration of the Dyson equation to self-consistency significantly changes the ionization potentials.

In Table II we list ionization potentials calculated from the extended Koopmans’ theorem. The results in the first column are calculated from the self-consistent Green’s function, while those in the column labeled EKT[\( G^2 \)] are calculated from the Green’s function obtained from the first iteration of Eq. (20). The HF values correspond to the HF eigenvalues.

### Table II. Ionization potentials calculated from the extended Koopmans’ theorem.

<table>
<thead>
<tr>
<th></th>
<th>EKT[( G )]</th>
<th>EKT[( G^2 )]</th>
<th>HF</th>
<th>Expt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>0.9017</td>
<td>0.9059</td>
<td>0.9181</td>
<td>0.9036*</td>
</tr>
<tr>
<td>Be</td>
<td>0.3130</td>
<td>0.3275</td>
<td>0.3084</td>
<td>0.3426*</td>
</tr>
<tr>
<td>Ne</td>
<td>0.7412</td>
<td>0.7363</td>
<td>0.8504</td>
<td>0.7925*</td>
</tr>
<tr>
<td>Mg</td>
<td>0.2548</td>
<td>0.2605</td>
<td>0.2530</td>
<td>0.2810*</td>
</tr>
<tr>
<td>( H_2 )</td>
<td>0.5921</td>
<td>0.5999</td>
<td>0.5947</td>
<td>0.5669*</td>
</tr>
<tr>
<td>LiH</td>
<td>0.2884</td>
<td>0.2942</td>
<td>0.3015</td>
<td>0.2903*</td>
</tr>
</tbody>
</table>

*From Ref. 34.

### IV. CONCLUSIONS

The use of conserving approximations is essential not only when considering time-dependent systems, but also for systems in the ground state. The concept of conserving approximations implies finding a self-consistent solution to the Dyson equation. While this increases the computational effort, the results are unambiguous in the sense that the resulting observables are internally consistent and independent both of reference state and of the particular method used for calculating them from the Green’s function. We have found it useful to confirm that the self-consistent total energies are in very good agreement with those obtained from the Luttinger–Ward functional. This means that it is possible to estimate the merits of a certain diagrammatic approximations without actually performing the self-consistent calculation of the Green’s function. For calculating anything else than the total energy, one still needs to carry out the full calculations.

Using the finite-temperature formalism to represent the Green’s function on an imaginary time axis simplifies the calculation of observables from the Green’s function, since we avoid performing the slowly converging frequency integrals that appear when using the Fourier-transformed quantities. But the most important reason for calculating the Green’s function on the imaginary time axis is that this is the obvious starting point for treating the system out of equilibrium. We should here point out that a very good approximation to the self-consistent Green’s function can be obtained by updating only the static part of the self-energy, \( v_H + \Sigma_c \), while letting the correlation part be calculated from the HF Green’s function, i.e., \( \Sigma_c = \Sigma_c^H \). This calculation is significantly faster than the fully self-consistent procedure, but is not relevant when considering nonequilibrium systems. The reason for this is that while the self-consistent Green’s function in the ground state remains largely diagonal in the HF basis functions, the off-diagonal terms become significant when the system is disturbed. The truly nonequilibrium case will be part of a future publication.
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### APPENDIX: THE VIRIAL THEOREM

We will in the following show that a self-consistent Green’s function obtained from a conserving approximation produces energies in agreement with the virial theorem. As shown by Baym, a conserving self-energy corresponds to a functional derivative of a functional \( \Phi[G,v] \), as indicated in Eq. (10). Such a functional can be constructed by summing up a selected class of self-energy diagrams according to the formula:

\[
\Phi[G] = \sum_{n,k} \frac{1}{2n} \text{tr} (\Sigma_k^{(n)} G),
\]

where \( n \) labels the order of the diagram, i.e., the number of interaction lines, and \( k \) labels the distinct self-energy diagrams of that order. The trace is here defined as
\[ \text{tr}(AB) = \int_0^\beta d\tau \int dr \int dr' A(r,r';-\tau)B(r',r;\tau). \] (A2)

The systems we consider in this paper consist of electrons interacting with nuclei of charge \( \{Z_i\} \) that we treat as fixed-point charges in the positions \( \{R_i\} \), collectively labelled \( \mathbf{R} \). This means that the total energy can be written as \( E = E_{\text{el}} + V_{\text{nn}} \), where the nuclear repulsion term is \( V_{\text{nn}} = \sum_{i,j=\neq} |Z_iZ_j/R_i-R_j| \). The electronic term \( E_{\text{el}} = T + V_{\text{nn}} + V_{\text{ne}} \) can be obtained from variational functionals of the Green's function (as discussed in, e.g., Ref. 30). Using the finite temperature formalism, it is in fact more convenient to use the thermodynamic grand potential \( \Omega \), which is related to the energy through \( \lim_{\tau \to 0} \Omega = E_{\text{el}} - \mu N \).

For nuclei in fixed positions, the grand potential corresponding to a conserving approximation is a functional \(^1\) of \( \mathbf{G} \).

\[ \Omega[G] = \Phi[G] + U_0[G] - \text{tr}[(GG^{0-1} - 1)] + \text{tr} \ln[-G], \] (A3)

where \( U_0 = \frac{1}{2} \int n(r)(r-r')n(r') \) is the Hartree energy, and the operator \( GG^{0-1} \) is self-energy. We have here made explicit the dependence of \( n \) on the positions of the nuclei, \( \mathbf{R} \). In Eq. (A3), all quantities except \( G^{0-1} \) are functionals of \( \mathbf{G} \), and when \( \mathbf{G} \) is a self-consistent solution of the Dyson equation, the total energy calculated from this expression will agree with the energy obtained from the method discussed above. An important property of the functional [Eq. (A3)] is that it is stationary,

\[ \frac{\delta\Omega[G]}{\delta\mathbf{G}} = 0, \] (A4)

when \( \mathbf{G} \) equals the self-consistent Green's function corresponding to a self-energy \( \Sigma = \delta\Phi/\delta\mathbf{G} \). We now define a Green's function \( \mathbf{G}^\lambda \) which depends on the parameter \( \lambda \) according to \( G^\lambda(r,r';\tau) = \lambda \mathbf{G}(r,r';\tau) \). The Green's function \( \mathbf{G} = G^{\lambda=1} \) is the self-consistent Green's function, and by definition the particle number \( N = 2 \text{Tr}(G^\lambda) \) is independent of \( \lambda \).

The proof is now based on the two following points: 1) The variational property [Eq. (A4)] implies that \( d\Omega[G^{\lambda}]/d\lambda = 0 \) at \( \lambda = 1 \). 2) The total energy \( E_{\text{el}} + V_{\text{nn}} \) is stationary with respect to changes to the positions of the nuclei when they are in their equilibrium positions, i.e., \( dE/d\mathbf{R} = 0 \). If we consider the \( \lambda \)-dependence of the Hartree energy, we find

\[ U_0^\lambda = \frac{1}{2} \int d^3r \int d^3r' \frac{n^\lambda(r)n^\lambda(r')}{|r-r'|} = \lambda U_0. \] (A5)

We now consider an \( n \)th order term in the functional defined in Eq. (A1). A term \( \Sigma^{(n)}_{\mathbf{G}^\lambda} \) will consist of \( n \) interaction lines, \( 2n \) Green's function lines and integration over \( 2n \) spatial coordinates. This yields

\[ \int d^3r \int d^3r' \sum_k \langle [G^\lambda](r,r';\tau)G^\lambda(r',r;\tau) \rangle = \lambda^n \int d^3r \int d^3r' \sum_k \langle [G](r,r';\tau)G(r',r;\tau) \rangle. \] (A6)

Summing up all the terms in Eq. (A1), we obtain

\[ \frac{d\Phi}{d\lambda} \bigg|_{\lambda=1} = \sum_{k} \frac{1}{2} \text{tr}[\Sigma^{(n)}_{\mathbf{G}^\lambda} \mathbf{G}] = U_{xc}, \] (A7)

where \( U_{xc} \) is defined as in Eq. (12).

The term \( \text{tr} \ln[-G^\lambda] \) is independent of \( \lambda \). This can be seen by first writing the logarithm as a power series.

\[ \text{tr} \ln[-G^\lambda] = -\sum_n \frac{1}{n} \text{tr}((1 + G^\lambda)^n) \] (A8)

From the definition of \( G^\lambda \), it follows that terms on the form \( \int d^3r_1 \ldots d^3r_n G^\lambda(r_1,r_2;\tau_1) \ldots G^\lambda(r_n,r_1;\tau_{n-1}) \) are independent of \( \lambda \), and we therefore have

\[ \frac{d}{d\lambda} \text{tr}[-G^\lambda] = 0. \] (A9)

Finally, we consider the term \( -\text{Tr}[G^\lambda G^{\lambda=1}] \), which translates to

\[ \int dr \left[ -\frac{\nabla^2}{2} + w(r;\mathbf{R}) \right] \rho^\lambda(r,r') |_{r=r_0} \]

\[ = \int dr \left[ -\frac{\nabla^2}{2} + \lambda w(r;\mathbf{R}) \right] \rho(r,r') |_{r=r_0} \] (A10)

plus terms that are independent of \( \lambda \). The density matrix is \( \rho^\lambda(r,r') = \lambda \rho(\lambda r,\lambda r') \). The first term on the right hand side is \( \lambda^2 \) times the self-consistent kinetic energy, while the second term equals \( \lambda \) times the electron-nuclear attraction energy, with the position of the nuclei scaled by \( \lambda \). The derivative is

\[ -\frac{d}{d\lambda} \text{Tr}(G^{0-1}) \bigg|_{\lambda=1} = 2T + V_{\text{nc}} + \int d^3rn(r) \times \frac{dw(r;\mathbf{R})}{d\lambda} \bigg|_{\lambda=1}. \] (A11)

Combining Eqs. (A3), (A5), (A7), and (A11) yields

\[ 0 = 2T + V_{\text{nc}} + U_0 + U_{xc} + \int d^3rn(r) \frac{dw(r;\mathbf{R})}{d\lambda} \bigg|_{\lambda=1}. \] (A12)

The electronic energy \( E_{\text{el}} \) is calculated for nuclei in fixed positions. The energy functional [Eq. (A3)] depends parametrically on the positions \( \mathbf{R} \), and the first order variation in the electronic energy can therefore be written as

\[ \delta E_{\text{el}} = \left( \frac{\delta \Omega}{\delta \mathbf{G}} \right) \delta \mathbf{G} + \sum_i \left( \frac{d\Omega}{d\mathbf{R}_i} \right) \delta \mathbf{R}_i. \] (A13)

where we have used the fact in the zero-temperature limit \( d\Omega/d\lambda = dE_{\text{el}}/d\lambda = dE_{\text{el}}/d\mathbf{R} \) and \( d\Omega/d\mathbf{R}_i = dE_{\text{el}}/d\mathbf{R}_i \). Because of the variational property [Eq. (A4)], the first term on the right-
hand side of Eq. (A13) disappears, and we only need to consider the second term. In the energy functional [Eq. (A3)], the positions of the nuclei only enter as parameters in the term $G^{0-1}$, while the Green’s function is an independent variable. This means, using Eq. (A13), that

$$\frac{dE_0}{d\lambda} = -\frac{1}{d\lambda} \text{Tr} \left[ G^{0-1} \right] = -\int d^3n(r) \frac{dw(r;\lambda R)}{d\lambda}.$$  \hspace{1cm} (A14)

In equilibrium we have $dE(\lambda R)/d\lambda = 0$ at $\lambda = 1$. Since $E = E_0 + 1/2 \sum_j Z_j^2 / R_j^2$, where $R_j = R_j - R_0$, we obtain

$$\left( \frac{dE(\lambda R)}{d\lambda} \right)_{\lambda=1} = -V_{nn} + \int d^3r n(r) \frac{dw(r;\lambda R)}{d\lambda} = 0.$$ \hspace{1cm} (A15)

Equation (A12) then becomes

$$0 = 2T + V_{ne} + V_{ee} + V_{nn},$$ \hspace{1cm} (A16)

which is exactly what we wanted to show: The energies calculated from the Green’s function within a conserving approximation satisfy the virial theorem.

29. Details on the basis sets are given on request. The basis set used for He is the same as the one used in Ref. 13.