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Radiation Hardness of dSiPM Sensors in a Proton Therapy Radiation Environment

Faruk Diblen, Tom Buitenhuis, Torsten Solf, Pedro Rodrigues, Emiel van der Graaf, Marc-Jan van Goethem, Sytze Brandenburg, and Peter Dendooven, Member, IEEE

Abstract—In vivo verification of dose delivery in proton therapy by means of positron emission tomography (PET) or prompt gamma imaging is mostly based on fast scintillation detectors. The digital silicon photomultiplier (dSiPM) allows excellent scintillation detector timing properties and is thus being considered for such verification methods. We present here the results of the first investigation of radiation damage to dSiPM sensors in a proton therapy radiation environment. Radiation hardness experiments were performed at the AGOR cyclotron facility at the KVI-Center for Advanced Radiation Technology, University of Groningen. A 150-MeV proton beam was fully stopped in a water target. In the first experiment, bare dSiPM sensors were placed at 25 cm from the Bragg peak, perpendicular to the beam direction, a geometry typical for an in situ implementation of a PET or prompt gamma imaging device. In the second experiment, dSiPM-based PET detectors containing lutetium yttrium orthosilicate scintillator crystal arrays were placed at 2 and 4 m from the Bragg peak, perpendicular to the beam direction: resembling an in-room PET implementation. Furthermore, the experimental setup was simulated with a Geant4-based Monte Carlo code in order to determine the angular and energy distributions of the neutrons and to determine the 1-MeV equivalent neutron fluences delivered to the dSiPM sensors. A noticeable increase in dark count rate (DCR) after an irradiation with about $10^8$ 1-MeV equivalent neutrons/cm$^2$ agrees with observations by others for analog SiPMs, indicating that the radiation damage occurs in the single photon avalanche diodes and not in the electronics integrated on the sensor chip. It was found that in the in situ location, the DCR becomes too large for successful operation after the equivalent of a few weeks of use in a proton therapy treatment room (about $5 \times 10^{13}$ protons). For PET detectors in an in-room setup, detector performance was unchanged even after an irradiation equivalent to three years of use in a treatment room $(3 \times 10^{15}$ protons).

Index Terms—Digital SiPM, in vivo verification, positron emission tomography, proton therapy, radiation damage, radiation hardness.

I. INTRODUCTION

A MAJOR advantage of proton beam radiotherapy (proton therapy), as opposed to photon beam radiotherapy, is the potential of very precise dose delivery to the tumor volume with reduced dose to healthy tissue. Due to the localized high-dose deposition, proton therapy is very sensitive to a variety of potential differences between the actual treatment situation and the one assumed during treatment planning, which may result in serious medical complications for the patient. In order to minimize the probability and severity of these complications and to have full clinical benefits of proton therapy, the dose distribution must be delivered very accurately. However, this task is difficult to achieve because of errors that may occur due to the uncertainties in proton range (as a result of uncertainties in the conversion of the planning CT Hounsfield units to proton stopping power), errors in patient setup, internal organ motion, and anatomical changes, e.g., tumor regression and weight loss, during the treatment [1]. In vivo verification of the delivered treatment is a way to assess this issue. Such verification allows feedback on the nature and effect on the dose of possible sources of error, allowing these errors to be corrected and the treatment plan to be adapted in order to achieve the intended total dose delivery during the remainder of the treatment.

Two main approaches, based on the detection of secondary high-energy photons, are being considered for in vivo dose delivery verification in proton therapy. The first approach to have been developed is positron emission tomography (PET) of the positron emitting nuclides produced by the proton beam in the patient; the second, more recently investigated, class of techniques makes use of prompt gamma rays, which are emitted on a subnanosecond timescale in the decay of excited atomic nuclei. For an overview of this subject, especially related to proton therapy, we refer to some recent reviews [2]–[8].

The past decade has seen a vigorous development of detector systems for in vivo dose delivery verification in proton therapy. Most often, inorganic scintillators of high density and large effective atomic number are used in order to efficiently detect the high-energy photons (511 keV in the case of PET and up to about 7 MeV in the case of prompt gamma rays). Traditionally, photomultiplier tubes (PMT) have been used.
for converting the scintillation light into an electric signal. About a decade ago, Geiger-mode Avalanche Photodiodes, commonly called silicon photomultipliers (SiPM) [9]–[11], started to replace PMTs in a number of applications, including a variety of in vivo dose delivery verification systems [12]–[16].

Obviously, prompt gamma ray systems are installed in situ, i.e., near to the patient in the irradiation position, and operated while the proton beam is on. The positron emitting nuclides produced during proton therapy have relatively short half-lives (in proton therapy, $^{15}$O with a half-life of 2.0 min is, generally speaking, the most important nuclide) and are subject to biological washout on a timescale comparable to the radioactive half-life [17]. Performing PET as soon as possible after the positron emitters are produced thus maximizes the total number of PET counts. PET systems are therefore preferably installed in situ or in-room (i.e., in the treatment room close to the irradiation position). In case of irradiations using a synchrotron accelerator, an in situ installation is preferred as the PET data can be acquired in between beam spills (see [16], [18]). A recent investigation into the production of very short-lived positron emitters (with half-lives from milliseconds to seconds) favors a beam-on PET implementation requiring an in situ installation [19]. From the considerations above, it is clear that an optimized implementation of in vivo dose delivery verification requires radiation detectors inside the treatment room, and in most cases close to the patient. This raises the question of the radiation hardness of the detector parts: scintillator material, photosensor, and electronics/data-acquisition components. In this respect, considering the widespread use of, or intention to use, SiPM photosensors, we consider the radiation hardness of SiPMs to be a potential showstopper for commercial deployment.

In a proton therapy environment, radiation damage mostly results from secondary neutrons produced by the proton beam, with an energy of up to 230–250 MeV, in the patient or in the beam delivery system upstream of the patient. From [20], we estimate that a detector placed perpendicularly to and at a distance of 30 cm from a 200-MeV proton beam is hit by $2 \times 10^{-5}$ neutrons per cm$^2$ per proton stopped. In the framework of establishing the Groningen Proton Therapy Center, the number of protons delivered to one gantry treatment room was estimated to be about $10^{15}$ per year, assuming a realistic patient mix and a total of 380 patients. Assuming that a detector needs to operate without too large a performance degradation for at least five years, it needs to survive a total neutron bombardment of at least $10^{11}$ neutrons per cm$^2$. As the average proton beam energy used is rather around 150 MeV, this estimate can be considered as an upper limit. However, it does not include neutrons originating in the beam delivery system upstream of the patient; a nonnegligible contribution in the case of scattered beam delivery due to the presence of a collimator and bolus in the beam nozzle, close to the patient.

The literature review [21]–[31] of experiments testing the radiation hardness of SiPMs by proton or neutron irradiation, although showing differences between different devices, allows to draw some general conclusions. In most studies, particle fluences are scaled to 1-MeV neutron equivalent ($n_{eq}$) fluences, standard practice in this field of research. Within the proton energy range relevant for proton therapy, the scaling factor from number of protons to number of $n_{eq}$ for damage created in silicon decreases from about 2 at 50 MeV to about 1 at 200 MeV [32], [33]. The main effect of radiation damage, starting at a fluence of about $10^9 n_{eq}/cm^2$, is an increase of the leakage current (dark current) and dark count rate (DCR) that is rather linear with particle fluence. Above $10^{11} n_{eq}/cm^2$, saturation of this increase has been observed. The increase in dark current/count rate has been found to be independent of the device being powered or not, bias voltage, and temperature. Single photon counting capability is lost at a fluence typically between $2 \times 10^9$ and $2 \times 10^{10} n_{eq}/cm^2$. The sensor performance in terms of gain, signal size, and photodetection efficiency suffers moderately, such that the sensor remains functional up to higher fluences, in some cases up to $10^{12} n_{eq}/cm^2$, although with increased noise due to the increased DCR. The usefulness of the SiPM sensors in a radiation environment obviously depends on the particular application. Single photon counting and thus, e.g., good timing resolution (which requires time pickoff at a very low signal level), is lost rather quickly, while efficiency and energy resolution remain largely intact for a higher neutron fluence. After irradiation, sensor performance is partially recovered. The speed and amount of recovery increase when annealing at higher temperature; a 50% reduction in dark current is reached in less than a day at 60 °C [27], while a similar reduction at room temperature is reported to occur after periods from two weeks to several months. A larger recovery, however, seems to be difficult.

A recent variant of SiPMs is the so-called digital SiPM, where digitization is performed at the level of each individual microcell (SPAD, single-photon avalanche diode). Examples are sensors developed by Philips Digital Photon Counting (PDPC) [34] and the SPADnet collaboration [35]. Advantages over analog SiPMs are the perfect scaling of performance with total sensor surface area of a system and the fact that poorly performing SPADs can be switched off individually.

We report here on the first investigation of the radiation hardness in a proton therapy environment of the PDPC dSiPM sensors and PET detectors based on these sensors. We mimicked the situation of in situ in vivo dose delivery verification in proton therapy by irradiating the sensors with neutrons produced in the stopping of high-energy protons in water. In addition, the energy and angular distributions of the neutrons produced were studied using Monte-Carlo simulations.

II. METHODS

A. dSiPM Sensors and dSiPM-Based PET Detectors

dSiPM tile sensors from PDPC [36] were used in the experiments. A tile sensor has an outer dimension of $32.6 \times 32.6$ mm$^2$ and consists of 16 individual DPC3200 sensor dies, arranged in a $4 \times 4$ matrix. Each sensor die consists of a $2 \times 2$ matrix of pixels with each pixel containing 3200 SPADs (microcells) of dimension $59.4 \times 64$ μm$^2$. The pixels are further divided into four subpixels. The 16 sensor dies operate individually by running through a configurable event acquisition sequence,
PET detectors were irradiated. The detectors consisted of an in order to generate a valid trigger. More details can be found requires that all four subpixels of a pixel see a discharge in within any two of the four subpixels, whereas trigger scheme a valid trigger. Trigger scheme 2 corresponds to a discharge a pixel that must see at least one discharge in order to generate the geometrical distribution of SPAD discharges on a pixel). The configurable trigger schemes (related to the average number time and accepted dark-count noise events can be controlled by in situ respect to the proton beam and water target for in situ (left) and in-room geometries (right). The drawings are schematic and not to scale.

which is started by an internal trigger. Data acquisition dead time and accepted dark-count noise events can be controlled by configurable trigger schemes (related to the average number of detected photons) and validation schemes (related to the geometrical distribution of SPAD discharges on a pixel). The trigger scheme refers to the number of individual subpixels of a pixel that must see at least one discharge in order to generate a valid trigger. Trigger scheme 2 corresponds to a discharge within any two of the four subpixels, whereas trigger scheme 4 requires that all four subpixels of a pixel see a discharge in order to generate a valid trigger. More details can be found in [34] and [37].

In order to investigate the effect of radiation on the performance of time-of-flight-PET detectors, dSiPM-based PET detectors were irradiated. The detectors consisted of an 8 × 8 array of 3.8 × 3.8 × 22 mm^3 lutetium yttrium oxyorthosilicate (LYSO) scintillation crystals coupled one-to-one to the pixels of the dSiPM tile sensor.

B. Irradiation Setups

Radiation hardness experiments were performed at the irradiation facility of the AGOR cyclotron at the KVI-Center for Advanced Radiation Technology, University of Groningen. A 150-MeV proton beam was fully stopped in a 35×28×18 cm^3 water target. The proton beam entered the target in the middle of a side face. As the size and the concrete walls of the irradiation room are not unlike those of a proton therapy treatment room (they are designed for a proton beam energy of 190 MeV), the experiments were done in a radiation environment that is very similar to that of a typical proton therapy irradiation, both with respect to direct radiation from the target as well as radiation scattered from walls, floor, and ceiling.

In the first experiment, bare dSiPM tile sensors were placed at 25 cm from the Bragg peak, perpendicular to the beam direction [Fig. 1 (left)], a geometry typical for the in situ implementation of a PET or prompt gamma imaging device.

In a second experiment, pairs of dSiPM-based PET detectors were placed with a distance of 70 cm between them at 2 and 4 m from the Bragg peak, perpendicular to the beam direction [Fig. 1 (right)]; a situation resembling the in-room implementation of a typical commercial PET scanner. A fifth detector was placed behind a 1-m thick concrete wall inside the irradiation room, at a distance of about 4 m and an angle of about 110° with respect to the proton beam, allowing to judge the effect of some in-room concrete shielding.

In the first experiment, seven successive irradiations were performed, such that the cumulative number of protons increased in logarithmic steps from a number corresponding to a typical therapy fraction (3 × 10^{11} protons) up to a treatment room operation of 12 months (1 × 10^{15} protons). A beam current of 50 nA was used. Radiation damage was assessed by the increase in DCR. Before the experiment, the DCR of each of the about 2 × 10^5 microcells of a tile sensor was measured. After each irradiation, the DCR of each microcell was measured again and the ratio with the DCR measured before the experiment calculated. For display purposes, the DCR ratios were then ordered from low to high values. Accelerated testing in which a certain radiation dose is delivered in a much shorter time, thus using a much higher dose rate, compared with the application being investigated is, for practical reasons, widely used. It is, however, a worst case scenario: compared with irradiation over a longer time, it does not allow for a potential amount of damage repair by annealing and thus recovery of the sensor. The DCR ratio distribution after the sensor was stored at room temperature for three weeks after the irradiation was measured in order to assess the recovery potential.

In the second experiment, an irradiation equivalent to three years of operation (3 × 10^{15} protons) was delivered in 110 min (average proton beam current of 73 nA). The performance of the PET detectors after the experiment was compared with the performance before irradiation. These measurements were performed in a climate chamber at a temperature of 5 °C in order to reduce the DCR of the dSiPM sensors.

C. Monte Carlo Simulation of Neutron Spectra

The purpose of the Monte Carlo simulations was to obtain detailed information on the angular and energy distribution of the neutrons produced during the irradiations. A software framework based on the Geant4 toolkit, version 10.0.1 [38], was set up. The experimental arrangement of the water target relative to the proton beam was accurately implemented. An infinitely narrow monoenergetic 150-MeV beam was used to irradiate the target. The omission of the experimental beam width (about 5-mm full-width-at-half-maximum) and energy spread (a few 100 keV) is a valid approximation considering the accuracy aimed at. The angle and energy of the neutrons leaving the water target are scored on a spherical surface with 1-m radius and centered at the center of the target.

III. RESULTS

A. In Situ dSiPM Sensors

The ratio of the DCR after and before irradiation for bare dSiPM tile sensors as measured during the first experiment is shown in Fig. 2. The DCR is measured sequentially for each of the about 2 × 10^5 microcells. In order to limit the duration of a DCR measurement, the DCR of each microcell is measured for a short time only, ranging from 65 ms for the unirradiated sensor to 6.5 ms after the final irradiation. These measurement times reflect a compromise between measurement duration and statistical accuracy. Microcells with a...
low DCR show a relatively large variation in measured DCR due to Poisson statistics, and as a result, the DCR ratios of these microcells can be lower than 1, as shown in Fig. 2. In addition, some microcells give 0 counts within the short measurement interval and thus result in a DCR ratio of 0. These two effects of low counting statistics, in combination with the decreasing DCR measurement times for successive irradiation steps, explain the somewhat erratic behavior of the DCR ratio curves in Fig. 2 (bottom-left). Included in Fig. 2 is the DCR ratio measured after three weeks of room temperature storage after the irradiation, showing a small recovery (25% reduction in total DCR) of the radiation damage.

B. In-Room PET Detectors

The mean and median of the DCR distribution, expressed in counts/s per cell, before and after an irradiation equivalent to three years of operation of a treatment room ($3 \times 10^{15}$ protons) for the different PET detector locations [see Fig. 1 (right)] are shown in Fig. 3. Location 5 refers to the detector behind a concrete wall inside the irradiation room.

Table I compares the performance of the PET detectors before and after irradiation. Trigger schemes 2 and 4 correspond to an average threshold of 2.3 and 8.3 microcells fired. A lower number trigger scheme provides better coincidence resolving time (CRT), but at the expense of a reduced counting efficiency for 511-keV photons. The latter follows from the fact that a lower number trigger scheme results in a higher rate of triggers generated by dark counts. These triggers keep the detector readout busy, i.e., they induce dead time, reducing the availability for detecting true signals (511-keV photons in this case) and thus reducing the counting efficiency.

C. Neutron Spectra

Fig. 4 presents the simulated neutron energy spectra for different angles with respect to the direction in which the protons travel. In order to increase the statistics from the simulation, the values given for the forward and backward angles (0° and 180°) were obtained by integration over the 0°–5° and 175°–180° intervals. For the other angles, the simulation results were integrated over an interval of ±5° around the central values which are given. The well-known decrease in neutron energy and intensity with angle is clearly seen. The large values at 1 MeV (representing all neutrons below 1 MeV) are mostly due to thermal neutrons.

![Fig. 2. DCR ratios for bare dSiPM sensors located at 25 cm from the Bragg peak, perpendicular to the beam direction. On the horizontal axis, the microcells are ordered from lowest to highest DCR ratio. Curves for different durations of operation of a treatment room are shown. The “12-months” operation corresponds to $10^{15}$ protons. The “three weeks after” curve shows a small recovery due to room temperature storage for three weeks after the irradiation.](image)

![Fig. 3. Mean and median DCR (counts/s per microcell) before and after irradiation of in-room dSiPM-based PET detectors.](image)

![Table I](image)
IV. Discussion

A decreased counting efficiency after irradiation is seen for the PET detectors at 2 and 4 m from the target when operated using trigger scheme 2 (right column of Table I). This is due to the fact that the increased DCR in combination with a low trigger threshold causes triggers due to dark counts, inducing dead time and thus reducing the availability for detecting true signals. This effect is substantially larger for the detectors at 2 m than those at 4 m. The counting efficiency can, however, be recovered by reducing the rate of triggers induced by dark counts by switching off an additional 10% of the microcells with the highest DCR. The counting efficiency of the detectors installed behind the concrete wall inside the irradiation room does not suffer appreciably and switching off an additional 10% of the detectors at 2 m than those at 4 m. The counting efficiency can, however, be recovered by reducing the rate of triggers induced by dark counts by switching off an additional 10% of the microcells with the highest DCR. The counting efficiency of the detectors installed behind the concrete wall inside the irradiation room does not suffer appreciably and switching off additional microcells to recover efficiency is not needed.

In order to compare our results on the DCR increase of the bare dSiPM sensors in an in situ geometry with the general picture that emerges from the literature (see Section I), the neutron energy spectra shown in Fig. 4 were characterized in terms of 1-MeV neutron equivalent fluences following the procedure described in [39]. Reference [39] gives the damage versus neutron energy up to 20 MeV; for higher energies [32, Fig. 2] was used. The 1-MeV neutron equivalent fluences were integrated over the neutron energy range. In this, the first data point of Fig. 4, representing neutrons with an energy below 1 MeV, was not included as it contains mostly neutrons with an energy far below 1 MeV, for which the damage relative to that at 1 MeV is very small. Table II gives the 1-MeV neutron equivalent fluences per proton versus angle with respect to the proton beam, both per steradian and per cm² at a distance of 25 cm (representing a solid angle of 1.6 × 10⁻³ sr), the distance used in the experiments.

Fig. 2 shows a noticeable increase in the DCR after an irradiation equivalent to a few days of operation of a treatment room. The three-day equivalent number of protons is about 10¹³. Following Table II for an angle of 90°, this corresponds to about 10⁸ neq/cm². This is in agreement with the literature, where the DCR starts to increase at a fluence of about 10⁸ neq/cm². The dSiPM sensors thus behave not unlike their analog counterparts, indicating that the radiation damage occurs in the SPADs, not in the electronics integrated on the sensor chip.

V. Conclusion

For dSiPM sensors in an in situ location, DCRs become too large for successful operation after a few weeks of use in a treatment room (Fig. 2). A small recovery at room temperature of radiation damage on a time scale of weeks was observed, which is insufficient to significantly alter the sensor survival time. For dSiPM-based PET detectors in an in-room location, the median DCR is quite unaffected after three years of use in a treatment room (Fig. 3). This is due to the fact that the radiation damage causes a large increase in the DCR in only a small number of microcells. Disabling these damaged microcells mitigates the effect of the damage without compromising PET detector performance (see Table I).

We conclude that unshielded dSiPM sensors in an in situ location suffer from a significant increase in DCRs due to neutron radiation damage. The digital infrastructure of the sensor was not permanently affected by any of the described tests, but high DCRs create dead time and therefore sensitivity loss in a potential in situ application. It was shown that sensors located a few meters from the patient during irradiation show a very moderate increase in the DCR. Essential is the unique possibility of dSiPM sensors to disable damaged microcells in order to mitigate radiation damage. Therefore, PET performance is expected to stay constant for over three years of clinical operation when using automated re-calibration of the SPAD sensor arrays.
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