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In this paper, new techniques are presented using Support Vector Machines (SVMs) for multi-class classification problems. The issue of decomposing a N-class classification problem into a set of 2-class classification questions is discussed. In particular, the technique for normalizing the outputs of several SVMs is presented. Based on these techniques, support vector classifiers for the recognition of Western handwritten capitals are realized. Comparisons to several other classification methods are also presented.

1 Introduction

Support vector machines (SVMs) are primarily designed for 2-class classification problems\(^1\). Although SVMs achieve substantial improvements over the currently best performing methods and behave robustly over a variety of different learning tasks when a problem is treated as a binary classification problem\(^2,3\), the application of SVMs to multi-class classification problems is still a challenge.

Whereas in theory, the combination of \(n\) SVMs can be used to solve a \(N\)-class \((N > 2)\) classification problem, such a procedure requires some care when applied to practical problems\(^4\). In this paper, the issue of decomposing a \(N\)-class classification problem into a set of 2-class classification questions is discussed. For combining the output of a set of SVMs, it is required that their outputs are normalized. In this paper, we will address the normalization of SVMs’ output, testing the proposed technique on the classification problem of simple bitmaps of Western handwritten capitals.

Also, the use of several other classification methods, such as the Nearest Neighbor (1NN), \(k\)-Nearest Neighbor (\(k\)NN), Hidden Markov Model (HMM) and Multi-Layer Perceptron (MLP) is discussed in this paper. The experiments are performed with handwritten isolated uppercase English characters which are extracted from the UNIPEN\(^5\) data base and converted to pixel images.

In this paper, section 2 is concerned with the basic idea of the Support Vector Machine (SVM) and the problems faced to the SVM when it is applied...
to multi-class classification. In section 3, four other classifiers are briefly introduced. Sections 4 and 5 show experimental results and give a summary of our approach.

2 SVMs for multi-class classification

2.1 The Basic Idea of SVM

The Support Vector Machine is a classification technique which was developed at AT&T Bell laboratories by Vapnik and co-workers\(^1\). SVMs are trained to perform pattern recognition between two classes by finding a decision surface determined by a subset of the complete training set, termed Support Vectors (SV). For more details on SVMs, one can see for example the tutorials\(^6\)\(^7\)\(^8\).

Given a 2-class training set \( S = \{ (x_1, y_1), ..., (x_L, y_L) \} \), where \( x_i \in \mathbb{R}^d \), \( y \in \{ +1, -1 \} \) and \( i = 1, ..., L \), the goal of training a SVM is to find the optimal hyperplane defining the decision boundary between the two classes. In general case, a separating hyperplane should satisfy:

\[
y_i (w \cdot x_i + b) \geq 1 - \xi_i
\]  

(1)

Where the \( \xi_i \) is a nonnegative variable introduced in the non-separable case, in the separable case \( \xi_i = 0 \). The pair \( \{w, b\} \) defines a separating hyperplane:

\[
w \cdot x + b = 0
\]  

(2)

If we denote with \( ||w|| \) the Euclidean norm of \( w \), the distance \( d(x_i) \) of a point \( x_i \) from the separating hyperplane \( \{w, b\} \) is given by:

\[
d(x_i) = \frac{w \cdot x_i + b}{||w||}
\]  

(3)

Since the distance of the closest point equals \( 1/||w|| \), the optimal separating hyperplane can be regarded as the solution of the convex optimization problem of:

Minimize \( \frac{1}{2} w \cdot w + C \sum \xi_i \)

Subject to \( y_i (w \cdot x_i + b) \geq 1 - \xi_i \)

The term \( C \sum \xi_i \) can be thought of as some measure of the amount of misclassification, \( C \) is an penalty parameter. This problem can be solved by
means of the classical method of Lagrange multipliers\(^9\), whose optimal solution pair \(\{w_c, b_c\}\) defines the so-called optimal separating hyperplane. The \(w_c\) can be written as

\[
w_c = \sum_{i=1}^{l} \alpha_i y_i x_i
\]  
(4)

Here the feature vectors in set \(N_w = \{(x_1, y_1), \ldots, (x_l, y_l)\}\) are the so-called Support Vectors. Thus, we can get a linear classifier \(f(x)\) for a binary classification problem of the form:

\[
f(x) = \text{sgn}(w_c \cdot x + b_c)
\]  
(5)

Non-linear SVMs are defined as linear separators in a high-dimensional space \(R^b\) in which the input space \(R^d\) is mapped through a non-linear mapping function \(\phi(x)\). A non-linear classifier \(f(x)\) for a binary classification problem has the form:

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i y_i K(x_i, x) + b_c \right)
\]  
(6)

where

\[
K(x_i, x) = \phi(x_i) \cdot \phi(x)
\]  
(7)

is a so-called kernel function which can be used to form arbitrarily complex decision surfaces.

2.2 SVM output normalization

SVM is well suited for binary classification problems, because the optimal hyperplane defines the decision surface between two classes. When SVM technique is applied to multi-class classification problems, usually the multi-class classification problem is decomposed into a set of 2-class classification problems\(^4\). The output class should be determined by choosing the maximum of the outputs of all sub-SVMs. However, before these outputs may be compared, they have to be normalized. This subsection describes a technique for normalizing the output of SVMs in a multi-class classification system.

The output \(g(x)\) of a SVM, on the decision between two classes, is defined as:
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\[ g(x) = \sum_{i=1}^{l} \alpha_i y_i K(x_i, x) + b_c \]  

(8)

In the linear separable case, the mapping function \( \phi(x) = x \). The Euclidean distance \( d(x) \) of a point \( x \) from the separating hyperplane \( g(x) = 0 \) is given by:

\[ d(x) = \frac{g(x)}{|w_c|} \]  

(9)

The \( w_c \) can be obtained by applying \( \phi(x) \) of the support vectors.

\[ w_c = \sum_{i=1}^{l} \alpha_i y_i \phi(x_i) \]  

(10)

The Euclidean norm \( |w_c| \) of \( w_c \) can be calculated by

\[ \frac{1}{\pi_1^2} = |w_c|^2 = \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \]  

(11)

To make it possible to compare the distance output of different SVMs, for each SVM we define the scaling factor \( \pi_2 \) as the mean over the positive set. That is

\[ \frac{1}{\pi_2} = \frac{1}{p} \sum_{i=1}^{p} g(x_i) \pi_1 \]  

(12)

Here the \( p \) is the number of positive samples in the training set. Finally, the comparable distance output of one SVM can be get by

\[ s(x) = g(x) \pi_1 \pi_2 \]  

(13)

2.3 Decomposing N-class classification problem

Among the wide variety of methods available in the literature to learn classification problems, some are able to handle many classes, while others are specific to 2-class problems. Traditionally, when the latter are used to solve N-class classification problems, N-classifiers are typically trained to separate
one class from the N-1 others. The same idea can be applied with SVMs. This way of decomposing a general classification problem into 2-class problems is known as a one-against-others decomposition, and is independent of the learning method used to train the classifiers.

Suppose we need to classify an unknown sample into a set of classes \( \{c_1, \ldots, c_N\} \), given the N-classes training set: \( S = \{x_1, \ldots, x_V\} \), divide it into N subsets \( \{S_1, \ldots, S_N\} \), where \( S_i \) contains all training samples belong to \( c_i \). The i-th SVM is trained in the set of \( \{PE, NE\} \), where \( PE = S_i \) and \( NE = S - S_i \). If \( s_i(x) \) is the normalized output of the i-th SVM, which is described in section 2.2, then the unknown example \( x \) will be classified into classes \( c_j \) if

\[
f_j(x) = \arg\max(s_i(x)) \quad i = 1, \ldots, N
\]

If there are not too many classes, the pairwise-coupling decomposition scheme can be used to replace the one-against-others. In this scheme one classifier is trained to discriminate between each pair of classes, ignoring the other classes. This schemes make it possible to use the bubble sort algorithm to get out the final category.

3 Description of the other classifiers used

For comparing the performance of the SVM to other classifiers, the Nearest Neighbor (1NN), k-Nearest Neighbor (kNN), Hidden Markov Model (HMM) and Multi-Layer Perceptron (MLP) are introduced in this section.

3.1 kNN and 1NN method

For an unknown sample \( x \), the kNN follows the following principle. Search the \( k \) nearest neighbors\(^8\) of \( x \) from \( V \) samples in the training set using an appropriate distance measure. Suppose there are \( N \) categories in the given samples, \( k_i \) samples in the \( k \) nearest neighbor of \( x \) coming from category \( c_i \), now, if

\[
k_j = \max(k_i); \quad i = 1, \ldots, N;
\]

then \( x \) can be classified to class \( c_j \). This is the basic rule of kNN. When \( k = 1 \), the output is the nearest neighbor of \( x \). kNN becomes the nearest neighbor (1NN) method in this case. For a large training set, the kNN method implements the Bayes rule, and furthermore kNN is very easy to implement. This is why kNN has become one of the most important pattern recognition
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methods. The major problem of kNN is that all training samples have to be available during classification, and for a unknown pattern \( \mathbf{x} \), the distance of \( \mathbf{x} \) to all samples has to be computed. This requires a lot of memory and time resources. In references\(^{10,11}\) there are some algorithms to speed up a kNN classifiers.

### 3.2 MLP method

As a representative of neural network classifiers, the multi-layer perceptron\(^2\) (MLP) is used in our approach. To design a MLP classifier, two problems have to be solved. The first is what kind of neural network structure should be adopted. For instance, how many hidden layers, how many nodes in each layer and what kind of activation function should be used for each node. Up to now there is no theory which can guide one to yield the optimal structure of a neural network.

The second problem is how to choose a learning algorithm for the neural network. Statistical methods can reach the global minimum point of a MLP and yield the best performance, but this learning method needs a long training time. Back-propagation is applied widely, but it may be plagued by the local minima problem.

Our MLP classifier uses the Back-propagation learning algorithm and a 256 * 128 * 32 * 26 neural network. The input layer represent the image of the input characters and is fully connected to the hidden units in the second layer. All units in the classifier have the same transfer function: They sum their inputs, add a constant \( b \) called bias, and take a fixed function \( f \), called an activation function, of the result. The activation function of all hidden and output layer units is the sigmoid function.

### 3.3 HMM method

Hidden Markov Models (HMMs) a popular method of statistical representation in speech processing is based on the representation of an object as a random process that generates a sequence of states. The elements of a HMM can be described as follows\(^3,14\):

- \( N \): the number of states
- \( M \): the number of output symbols
- \( T \): the number of observations
- \( Q = \{ q_t \} \): the set of states, \( t = \{ 1, 2, \ldots, N \} \)
- \( V = \{ V_k \} \): the set of output symbols, \( k = \{ 1, 2, \ldots, M \} \)
• $A = \{A_{ij}\}$: the transition matrix of the underlying Markov chain. Here $A_{ij}$ is the probability of transition to state $j$ given the current state $i$.
• $B = \{B_j(V_q)\}$: the model output symbol probability matrix, where $B_j(V_q)$ is the probability of output symbol $V_q$ given the state $q_j$.
• $a = \{a_i\}$: the initial probability vector, $i = 1, 2, \ldots, N$.

The character in this classifier is scanned vertically and horizontally to generate the corresponding out-contour profiles. The discrete hidden Markov models are generated using the Segmental k-means algorithm\textsuperscript{13} while a scoring mechanism based on the Viterbi algorithms\textsuperscript{13} is used in test phase. Some parameters of the HMM classifier are $N = 8$, $M = T = 16$.

4 Experimental results

We have extracted 14967 uppercase isolated English characters from the UNIPEN data base of the NICL. 5200 were used as training set (200 for each letter), the rest was used as test set. This is a very difficult data set, with characters written by many writers, in a wide range of tablets and systems. The raw data of each isolated letter is converted into a 16x16 bitmap image. The pen width is 2 pixels. Examples of test data can be observed in figure 1. The raw 256 dimensional bitmap vector is used as the input for each classifier. All classifiers are programmed in the C programming language, running on a Pentium-II 400Hz PC.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{bitmap_images.png}
\caption{Some bitmap images of testing examples.}
\end{figure}

We designed some experiments to compare the performances of each method. In the first experiment, we test the training time as a function
of the number of samples. There are 26 classes in these experiments. The result is listed in Table 1. The 1NN and kNN classifiers are not listed in this table, because they do not need to be trained as the prototype set is the whole training set.

Table 1. training time in seconds as a function of the number of training samples

<table>
<thead>
<tr>
<th>S_k</th>
<th>130</th>
<th>250</th>
<th>650</th>
<th>1300</th>
<th>2000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>30</td>
<td>57</td>
<td>133</td>
<td>202</td>
<td>519</td>
<td>1046</td>
</tr>
<tr>
<td>MLP</td>
<td>81</td>
<td>283</td>
<td>693</td>
<td>1422</td>
<td>602</td>
<td>1561</td>
</tr>
<tr>
<td>SV C</td>
<td>7</td>
<td>15</td>
<td>67</td>
<td>123</td>
<td>960</td>
<td>8075</td>
</tr>
<tr>
<td>SV C</td>
<td>4</td>
<td>6</td>
<td>12</td>
<td>28</td>
<td>204</td>
<td>67628</td>
</tr>
</tbody>
</table>

We use a polynomial degree 2 kernel function for SVM classifier. The one-against-others category is used when training SV C. The pairwise-coupling decomposition scheme is used when training SV C. From Table 1 we can deduce that there is little difference between methods when the number of training samples is small. When the number of samples increases, the HMM classifier linearly increases its training time, whereas the SV C’s training time increases dramatically.

Table 2. Test set correct recognition rate in percentages.

<table>
<thead>
<tr>
<th></th>
<th>SV C</th>
<th>SV C</th>
<th>HMM</th>
<th>KNN</th>
<th>1NN</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>top1</td>
<td>81.2</td>
<td>79.6</td>
<td>78.4</td>
<td>77.4</td>
<td>76.9</td>
<td>76.9</td>
</tr>
<tr>
<td>top2</td>
<td>89.0</td>
<td>86.2</td>
<td>86.5</td>
<td>86.7</td>
<td>87.4</td>
<td>85.2</td>
</tr>
<tr>
<td>top3</td>
<td>92.1</td>
<td>88.6</td>
<td>89.8</td>
<td>88.9</td>
<td>91.1</td>
<td>88.4</td>
</tr>
<tr>
<td>top4</td>
<td>93.9</td>
<td>90.2</td>
<td>91.9</td>
<td>90.5</td>
<td>93.2</td>
<td>90.2</td>
</tr>
<tr>
<td>top5</td>
<td>95.1</td>
<td>91.2</td>
<td>93.2</td>
<td>89.6</td>
<td>94.5</td>
<td>91.4</td>
</tr>
</tbody>
</table>

The second experiment tests the recognition rate. The experimental results are shown in Table 2. In these experiments, the polynomial degree 2 kernel function and a penalty parameter 1000 are used for all SV classifiers. The SV C uses the pairwise-coupling decomposition scheme. The one-against-others decomposition scheme is used in the SV C. In the SV C all SVMs outputs are normalized as described in section 2.2. For the SV C the bubble sort algorithm was used to sort the letters in the candidate set.

The pairwise-coupling decomposition scheme is more efficient than one-against-others as can be seen in table 2. Although we need to train more
sub-SVMs. In the case of large training set sizes, it takes less training time. This is because in the pairwise-coupling decomposition scheme each sub-SVM uses less training samples as they are coming from two classes only. In the one-against-others case each SVM is trained with data originating from all classes.

In the recognition procedure, if we focus only on the top1 result, the pairwise-coupling decomposition scheme takes less time. If we need a candidate set, the SVC2 recognition time will increase quadratic in the number of classes. This can be observed in table 3.

Table 3. Recognition time in seconds for the classification of 9767 samples.

<table>
<thead>
<tr>
<th></th>
<th>SVC1</th>
<th>SVC2</th>
<th>H.M.M</th>
<th>k.N.N</th>
<th>I.N.N</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need only top1</td>
<td>284</td>
<td>692</td>
<td>227</td>
<td>523</td>
<td>522</td>
<td>46</td>
</tr>
<tr>
<td>Need top32</td>
<td>4397</td>
<td>702</td>
<td>210</td>
<td>512</td>
<td>512</td>
<td>51</td>
</tr>
</tbody>
</table>

From these observations we can conclude that the SVC2 is more robust than the other classifiers.

5 Conclusions

In this paper, a technique is introduced for using support vector machines for multi-class classification. A solution for the problem of normalizing the output of several SVMs is highlighted. Different decomposition techniques are discussed. The result of several experiments are presented. The classification performances are not so high because of the difficult data and crude feature vectors. In contrast to the conventional classification methods, when considering training and recall times, support vector classifiers are considerably slower. However when considering recognition rates, the pair-wise SVC proves to outperform all other classifiers. Our future work will be focused on the improvement of the feature vectors and the combination of SVC2 with the other classifiers.
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