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Chapter 5  The Willingness to Pay for In-House Piped Water in Urban and Rural Indonesia

Abstract

This paper analyzes household preferences for in-house piped water in urban and rural Indonesia via a hedonic price model, specified as a constrained autoregression-structural equation model (ASEM). ASEM reduces bias due to time-varying omitted variables and measurement errors. In addition, it provides a convenient way of testing and correcting for endogeneity. On the basis of the Indonesia Family Life Survey data set, we find that on average urban and rural households have the same willingness to pay for in-house piped water i.e. 34.24% of their monthly house rent. For the 25% urban and rural households with lowest expenditure, this percentage is equivalent to 9.41% and 7.57% of their monthly expenditure, respectively. The findings support a need for further investment in in-house piped water in both areas, particularly for the households with the lowest expenditure levels.

Keywords: housing hedonic price model, structural equation model (SEM), constrained autoregression, piped water, urban and rural Indonesia.

1. Introduction

Initiated by the Declaration of the International Clean Drinking Water Decade 1981-1990, parties responsible for promoting health in developing countries have focused on improving domestic water supply. This initiative was followed by including safe

---

1 This chapter has been published as Suparman Y, Folmer H, Oud JHL (in press) The willingness to pay for in-house piped water in urban and rural Indonesia. Papers in Regional Science.
drinking water and basic sanitation into the United Nations’ Millennium Development Goals (MDG). Indonesia, as one of the targeted countries, has actively participated in improving its domestic water supply. Currently, 82% of the Indonesian population is served by improved water supply, i.e. piped water (into dwelling, yard or lot, public tap or standpipe), tube-well or borehole, protected dug well or spring, and rain water (UNICEF 2013). Nevertheless, the prevalence of water borne diseases is still high. For instance, annually about 30.3 thousand deaths are estimated to be associated with diarrhea incidence due to the consumption of contaminated water (WHO 2012). In addition to diarrhea, there are various other kinds of illnesses related to water quality such as schistosomiasis, trachoma, ascariasis, trichuriasis and hookworm (Prüss et al. 2002). In total, poor sanitation and hygiene contribute to 120 million disease incidents and 50 thousand premature deaths annually (Pinto 2013).

The high prevalence of waterborne diseases relates to the quality of water extracted from wells and springs. Particularly, current rapid environmental degradation has deteriorated the quality, as well as decreased the availability, of natural clean water. Under these conditions, the extension of piped water into dwellings or yards (denoted in-house piped water in the sequel) is the most effective mode to improve health in developing countries like Indonesia (Hutton and Haller 2004).

Currently, only 20% of the Indonesian population is served by in-house piped water service. The distribution between rural and urban Indonesia, however, is skewed. Of the rural population only 8% is served while the service covers 36% of the urban population (WHO-UNICEF 2013). A similar gap is found in other developing countries. For example, in other South Eastern Asian countries, on average 53% of the urban and 13% of the rural population is served by in-house piped water.
The gap between urban and rural water provision in Indonesia and other developing countries is related to the prevalent policy of domestic water supply. Particularly, the government of Indonesia (GoI) has focused in-house piped water investments mainly on urban areas. In rural areas, it has promoted alternatives, such as public wells, taps or hydrants. For instance, the rural water and sanitation project, ‘PAMSIMAS’

1 focuses on public taps and hydrants in 5000 villages only, which is a small fraction of the 79075 villages in rural Indonesia. Furthermore, of the 4,217 piped-water connections in 2012, only 218 were in-house connections. Most of the project was dedicated to the provision of public taps (3467 units) and public hydrants (532 units) (PAMSIMAS 2013). The prevalent policy is supported by some studies which generally report that urban households have stronger preferences for in-house piped water than rural households. See among others, Casey et al. (2006), McPhail (1993), Nauges et al. (2009), de Oca et al. (2003) and Whittington et al. (1991) for urban studies; North and Griffin (1993), Kihn et al. (2012) and Mbata (2006) for rural studies and Yusuf and Kondouri (2004) for rural and urban Indonesia.

Recent developments indicate that rural households in Indonesia increasingly choose vended water to meet their needs. For example, WHO-UNICEF (2013) and the Indonesia Family Life Survey (IFLS) (Straus et al. 2009) report an increase of purchases of vended water in rural areas from 0.8% in 1997 to 5.8% in 2007. However, compared to in-house piped water, vended water is more expensive while its quality and availability

---

1 PAMSIMAS (2013) is an Indonesian Government project aimed at halving the number of households without access to drinking water and basic sanitation as determined by the UN MDGs minimum standards. The focus of the project is on villages in rural areas, particularly those with a high poverty rate. The project finances both physical (e.g. public tap and hydrant facilities) and non-physical (e.g. community empowerment and local institution development) investments.
are less. Hence, the increase might indicate a change in the preference for in-house piped water in rural Indonesia with implications for in-house piped water investment policy.

The main purpose of this paper is to shed further light on the preferences for in-house piped water in rural and urban Indonesia and thus on continuation or modification of the PAMSIMAS project. For that purpose, we will estimate the willingness to pay (WTP) for in-house piped water by means of the hedonic price (HP) model on the basis of the IFLS panel data (Straus et al. 2009). We will apply the constrained-autoregression structural-equation approach (ASEM) (Suparman et al. 2013) to reduce bias due to omitted variables and measurement errors which, as in many HP studies, are also present in the IFLS data. We will furthermore use the specific features of ASEM to test and, if necessary to correct, endogeneity of the main variable of interest, i.e. the presence of in-house piped water.

2. The conceptual hedonic price model

The conceptual model presented below is based on a literature review and considerations which are partly inspired by data availability. The conceptual model describes the dependent variable, the explanatory variables and their expected impacts on the dependent variable.

The main variable of interest in this study is the WTP for in-house piped water. Since there are several alternative modes of domestic water provision, we consider the

---

2 Piped water meets quality standards set and controlled by the government. Although in some areas, piped water may not be fully available for 24 hours, in principle it is distributed such that it meets daily needs. In contrast, for vended water that is usually distributed by chart or truck, no quality standard is applied. It is often directly extracted from wells and contaminated at delivery. Its distribution is dependent on vendors’ schedules. In some cases, it is to be ordered.
The basic notion underlying HP analysis is that the value or price of a good, i.e. a house, is a function of the values or prices of its attributes. Because in-house piped water is an attribute of a house, the WTP for it can be extracted from the price differentials between houses with and without in-house piped water while controlling for other house characteristics. That is, the HP method uses systematic variation in house prices, attributable to the presence of in-house piped water, to impute the WTP for it (Haab and McConnell 2002). Accordingly, we use house value as the dependent variable in our HP model and estimate the impact of in-house piped water on it, controlling for other house attributes.

It is common in housing HP studies to use actual sale price, or rent, to represent house value. However, in Indonesia, as in many other developing countries, appropriate actual price or rent data is difficult to obtain. Often recorded sales in the real estate market do not reflect the actual prices due to, for example, high transaction costs. Similarly for rent which is often artificially low due to rent controls. When recorded sales or rents are absent or unreliable, one may resort to owner appraisal data (e.g. Anselin et al. 2008; Yusuf and Koundouri 2005). Here, we use owner monthly rent appraisal to measure house value.

As mentioned above, in Indonesia the main sources of domestic water provision, next to in-house piped water, are wells, rivers and lakes, and vendors. Generally, the value of a mode is determined by the following three characteristics: accessibility, availability, and quality. With respect to the first characteristic, in-house piped water has the highest accessibility, since it brings water into a house. Regarding availability, in-house piped water is also preferred to the other modes, since major interruptions in the
provision are rare in Indonesia. However, minor interruptions often occur in urban areas during peak hours. Finally, the quality of piped water is substantially better than the quality of water obtained from the other sources. Particularly, it is safe for consumption, if it is boiled. The other sources vary in terms of the three criteria. However, they are always dominated by in-house piped water. So, in-house piped water definitely is a highly desirable attribute. Therefore, we hypothesize that it improves the value of a house. In the HP model we use a dummy variable with value 1 for \textit{in-house piped water} and 0 for the other sources.

In some HP studies, \textit{in-house piped water} is considered to be endogenous (e.g. Vásquez 2013). We test for endogeneity of \textit{in-house piped water} by estimating the covariance between the error and \textit{in-house piped water} as elements of the extended covariance matrix $\Psi^*$ (see section 3). We use $z$-test to test the significance of this covariance. If the covariance is significant, the hypothesis of endogeneity is accepted, and ASEM will be estimated with the covariance between both terms explicitly included in the model in $\Psi^*$.

In addition to \textit{in-house piped water}, the data set contains two other sets of structural attributes. The first is \textit{house size}, measured by \textit{floor area}. This characteristic is common in most hedonic housing models (e.g. Bin and Polasky 2005; Brasington and Hite 2008; Espey et al. 2007; Kim et al. 2003; Nauges et al. 2009). The second set of attributes is \textit{house condition} which is taken as the sum of five dummy variables representing the following five different house characteristics that are commonly included in HP housing models: \textit{floor} and \textit{wall material} (e.g. Koschinsky et al. 2012; McMillen 2004; Nauges et al. 2009), presence of \textit{toilets} (e.g. Baltagi and Bresson 2011; Espey et al. 2007), sewage connection (Engle 1985) and \textit{electricity} connection (e.g. Nauges et al. 2009). If \textit{floor material} is ceramic or tiles, it takes the value 1, otherwise it is 0. If \textit{wall
material is brick or cement, it takes the value 1 and 0 otherwise. The dummy variables for presence of toilets, sewage and electricity connections are defined in the usual way: 1 for presence and 0 for absence. The composite variable takes values between 0 and 5. We combine the dummies into a composite variable to reduce multicollinearity.\(^3\) Note that we could have also taken in-house piped water as a house condition component and obtained its impact on rent appraisal by means of the coefficient of house condition in the structural model. However, this approach implies that the attributes are weighted equally. It is satisfactory, if the purpose is to control for the attributes simultaneously. However, if the focus is on the WTP for an individual attribute - in the present case for in-house piped water - it should be included as a separate variable. In that case, the WTP is its coefficient in the structural model (see section 3).

The data set contains only one neighborhood characteristic, viz. median household monthly expenditure on food and nonfood in the neighborhood where the house is located. It (or a proxy for it) is included in most housing HP studies to indicate the socio-economic status or community wealth of a neighborhood (see e.g. Brasington and Hite 2008; Koschinsky et al. 2012; McMillan 2004; Yusuf and Koundouri 2005). We hypothesize that community wealth, house size, and house condition have positive impacts on house value, since they reflect house quality dimensions. Note that other important neighborhood characteristics (like presence and quality of schools, safety, accessibility and shopping facilities) and the other house attributes are missing. ASEM will be applied to account for them.

\(^3\)Inclusion of the five dummy variables separately leads to strong multicollinearity. Particularly, in the case of separate dummies, the highest condition numbers for multicollinearity for the urban and rural data sets are 69.65 and 29.11, respectively. The introduction of the composite variable reduces the highest numbers to 24.45 and 14.85. Note that strong multicollinearity affects estimation (Greene, 2008).
3. ASEM

In this section we present ASEM and the assumptions underlying the urban and rural HP model. Before going into detail, we point out that we use a linear model with *house value*, *community wealth* and *house size* measured in natural logarithms (log). The choice of a linear model (in the present case SEM) is supported by Cropper et. al. (1988), who suggest that a linear HP model consistently outperforms alternative functional forms, particularly the quadratic Box-Cox model, when some variables are not observed or replaced by proxies.

As mentioned above, the rationale for applying ASEM is twofold: reduction of bias due to (i) measurement errors, and (ii) omitted variables. In addition, we make use of the specific SEM structure to test and, if necessary, to correct endogeneity of *in-house piped water*. Regarding the presence of measurement errors in the explanatory variables, one of the core assumptions of the classical regression model is violated which results in an inconsistent estimator (Wooldridge 2002). Particularly, in the case of simple regression, the estimator has persistent bias toward zero (attenuation) (Greene 2008). In a SEM, the variance of an observed variable is decomposed into (i) a latent variable variance and (ii) a measurement error variance. When a latent variable that is purged of its measurement error is included in a model (see below), the impact of measurement error is eliminated or at least reduced. Identification of both kinds of variances can be done by means of using more than one observed variable as measurements or indicators.

---

4A latent variable refers to a phenomenon that is supposed to exist but cannot be directly observed. A well-known example is socioeconomic status. A latent variable is measured by means of a set of observed variables (Folmer and Oud 2008). For instance, the latent variable socio-economic status is typically measured by observables like income, education, and profession. For further details, we refer to inter alia Suparman et al. (2013) and the references therein.

5From measurement equation (15b) and the zero conditional mean assumption, it follows that the variance of, say, observed variable $y_1$, equals $\text{var}(y_1) = \text{var}(\eta_1) + \text{var}(\epsilon_1)$. Hence, the variance of the observed variable falls apart into two components.
of the underlying latent variable. An alternative approach is to apply repeated measurements of a variable as indicators and to take the repeatedly measured variable as the latent variable. Since in the present paper the data analyzed is panel data, the latter option is applied.  

Structural equation models with latent variables (SEMs) have been developed to purge latent variables of their measurement errors. Specifically, a SEM is made up of two components: a structural model and two measurement models. The structural model, which is a system of equations, reads:

\[ \eta = \alpha + \Gamma \xi + B\eta + \zeta. \]  

In (1) the vector \( \alpha \) contains the intercepts. The matrix \( \Gamma \) specifies the relationships between the latent exogenous variables \( \xi \) and the latent endogenous variables \( \eta \) and the matrix \( B \) the relationships among the latent endogenous variables. The vector \( \zeta \) contains structural equation errors with covariance matrix \( \Psi \). These errors are assumed to be uncorrelated with \( \xi \). The expectation vector and covariance matrix of \( \xi \) are \( \kappa \) and \( \Phi \), respectively.

The measurement models read:

\[ x = \tau_x + \Lambda_x \xi + \delta, \]  
\[ y = \tau_y + \Lambda_y \eta + \epsilon. \]

\( x \) and \( y \) are vectors of exogenous and endogenous observed variables (indicators) of the exogenous latent variables vector \( \xi \) and the endogenous latent variables vector \( \eta \).

---

6 Note that the use of repeated measurements as indicators of a latent variable requires constraints on the measurement model parameters. See (10) and the subsection The HP ASEM, particularly (15a) and (15b).

7 It is possible to combine the two measurement models and use one measurement model only (Oud and Delsing 2010).

8 Note that multicolinearity is mitigated by subsuming highly correlated variables under one and the same latent variable in the structural model (Folmer 1981; Oud and Folmer 2008).

9 Note that directly observed variables, lacking measurement errors, can be included in the structural model by way of identity relationships in the relevant measurement model.
respectively. The relationships between the observed variables and their respective latent variables are specified in the loading matrices $\Lambda_x$ and $\Lambda_y$, respectively. The vectors $\tau_x$ and $\tau_y$ are the intercepts of the measurement models. The vectors $\delta$ and $\epsilon$ are the measurement errors with covariance matrices $\Theta_\delta$ and $\Theta_\epsilon$, respectively. Often, but not necessarily, these covariance matrices are specified to be diagonal. The vectors $\delta$ and $\epsilon$ are assumed uncorrelated with their corresponding latent variables.

To test, and correct for endogeneity, we reformulate the standard SEM (1)-(3) as (e.g. Oud and Jansen 2000):

$$\eta^* = B \eta^* + \zeta^*$$

(4)

and

$$y^* = \Lambda^* \eta^* + \varepsilon^*$$

(5)

with

$$y^* = (y' \ x' \ 1)'$$

$$\eta^* = (\eta' \ \xi' \ 1)'$$

$$\varepsilon^* = [\varepsilon \ \delta \ 1]'$$

$$\zeta^* = [\zeta' \ 0 \ 0]'$$

$$\Lambda^* = \begin{bmatrix} \Lambda_y & 0 & \tau_y \\ 0 & \Lambda_x & \tau_x \\ 0 & 0 & 1 \end{bmatrix}$$

$$\Theta^* = \begin{bmatrix} \Theta_\varepsilon & 0 & 0 \\ 0 & \Theta_\delta & 0 \\ 0 & 0 & 0 \end{bmatrix}$$

$$B^* = \begin{bmatrix} B & \Gamma & \alpha \end{bmatrix}$$

and

$$\Psi^* = \begin{bmatrix} \Psi & \Omega & \alpha \\ \Omega' & \Phi & \kappa \\ \alpha' & \kappa' & 1 \end{bmatrix}$$

The sub-matrix $\Omega$ of $\Psi^*$ contains the covariance between the structural error and in-house piped water. Note that the elements of $\Omega$ may not be identified for some models, (e.g. the standard multiple regression model). The HP-ASEM features specified below facilitate identification.

The parameters in the structural model and the measurement models are simultaneously estimated as a function of the elements of the covariance matrix and the mean vector of the observed variables. To see this, write $\eta^*$ as a function of $\zeta^*$ (equation (4)) and substitute it into measurement equation (5). This gives:
\[ y^* = \Lambda^* (I - B^*)^{-1} \zeta^* + \varepsilon^*. \]  

(6)

The theoretical covariance matrix of (6) is

\[
\Sigma^* = \Lambda^* (I - B^*)^{-1} \Psi^* (I - B^*)^{-T} \Lambda^* + \Theta^* = \begin{bmatrix}
\Sigma_{yx} & \mu_{yx} \\
\mu_{yx}^T & 1 
\end{bmatrix} \quad (7)
\]

where the last term of (7) follows from the fact that \( y^* \) is made up of \( y \) and \( x \).

Specifically:

\[
\Sigma_{(yx)} = \begin{bmatrix}
\Lambda_y (I - B)^{-1} (\Gamma \Phi \Gamma^T + \Psi) (I - B)^{-T} \Lambda_y^T + \Theta_x & \Lambda_x (I - B)^{-1} \Gamma \Phi \Lambda_x^T \\
\Lambda_x \Phi \Gamma^T (I - B)^{-T} \Lambda_y^T & \Lambda_x \Phi \Lambda_x + \Theta_\delta
\end{bmatrix}
\]

and

\[
\mu_{(yx)} = \begin{bmatrix}
\tau_y + \Lambda_y (I - B)^{-1} (\mu + \Gamma k) \\
\tau_x + \Lambda_x k
\end{bmatrix}.
\]

Equation (7) shows that the theoretical covariance matrix is a function of all the model parameter matrices. Estimation of the theoretical covariance matrix and mean vector, and thus the SEM parameters, is done by minimizing the distance in some metric between (i) the theoretical matrix (7) and (ii) the observed covariance matrix and mean vector calculated from the data. In the present paper maximum likelihood will be applied. For further details see amongst others Jöreskog and Sörbom (1996), Bollen (1989) and Jöreskog et al. (2000).

We now turn to the second rationale of using ASEM: reduction of omitted variables bias. For that purpose, ASEM also exploits the features of panel data. Consider the following (HP) model:

\[
p_i = \sum_i \pi_{i\mu} q_{i\mu} + \sum_j \pi_{j\mu} q_{j\mu} + o_i. \quad (8)
\]

Furthermore, let the variables \( q_{\mu} \) be omitted. In ASEM, the following constrained autoregressive panel model is estimated to reduce the omitted variables bias:
\[ p_i = \rho_{it} p_{t-1} - \rho_{it} \sum_{i} \pi_{i(t-1)} q_{i(t-1)} + \sum_{i} \pi_{it} q_{it} + \nu_t. \] 

(9)

As can be seen in (9), the omitted variables are approximated by the difference between (i) the lagged dependent variable and (ii) the sum of the lagged observed variables weighted by their lagged regression coefficients, where both (i) and (ii) are weighted by the autoregressive parameter of the dependent variable (Suparman et al. 2013). Note that while conventional correction procedures like differencing or fixed and random effects modeling can be applied to correct for time invariant omitted variables only, constrained autoregression allows correction of both time-varying and time-invariant omitted variables.

In addition to the constrained autoregression model (9), we define auxiliary autoregressive models for the three latent explanatory variables as follows:

\[ q_{it} = \rho_{0it} + \rho_{it} q_{it-1} + \nu_t. \]

(10)

The auxiliary autoregressions enable identification of measurement error variance of a single indicator measurement model in that they add the covariances of such an indicator over different waves to the identification process (see Suparman et al. 2013) and the discussion of the identification of the simplex model in Jöreskog and Sörbom (1996, p. 230-234). Note that the autoregressions turn the house characteristics beyond the first wave into endogenous variables.

**The HP ASEM**

We will now present the HP ASEM in terms of the parameter matrices of equations (1)-(3). Before going into detail, we make the following two observations. First, to distinguish latent and observed variables, we denote the former with initial capitals (e.g. *House Value*) and the latter with lower initials (e.g. *house value*). Secondly, note that
there are four waves of data collection (see section 4). If we used the standard HP model, there would be four HP models, one for each wave. In ASEM, however, there will be three models only because of the autoregression which requires the first wave variables to be exogenous. That is, we have HP models for the second, third, and fourth waves only. Thirdly, since it is directly observed (see below for an explanation), there is no need to specify autoregression for the dummy variable in-house piped water.

In SEM notation, we denote \( \log(\text{rent appraisal}) \), \( \log(\text{median households monthly expenditure}) \), \( \log(\text{floor area}) \), and house condition in wave-1 as \( x_1 \ldots x_4 \), respectively, and in-house piped water in wave-1 to wave-4 as \( x_5 \ldots x_8 \), their corresponding latent variables as \( \xi_1 \ldots \xi_8 \) and their measurement errors as \( \delta_1 \ldots \delta_8 \). In addition, we denote \( \log(\text{rent appraisal}) \), \( \log(\text{median household monthly expenditure}) \), \( \log(\text{floor area}) \), and house condition score in wave-2 as \( y_1 \ldots y_4 \), in wave-3 as \( y_5 \ldots y_8 \), and in wave-4 as \( y_9 \ldots y_{12} \). Their corresponding latent variables are denoted as \( \eta_1 \ldots \eta_{12} \) and measurement errors as \( \xi_1 \ldots \xi_{12} \).

Accordingly, the exogenous and endogenous observed and latent vector are \( x' = [x_1 \ldots x_8] \), \( y' = [y_1 \ldots y_{12}] \), \( \xi' = [\xi_1 \ldots \xi_8] \), and \( \eta' = [\eta_1 \ldots \eta_{12}] \).

In SEM notation, the constrained autoregression HP model (9) supplemented with the auxiliary autoregressions of the three house characteristics reads:

---

10 Note that we do not specify the five house condition variables as reflective indicators of the latent variable House Condition, since conceptually they are formative indicators of House Condition. Specifying them as reflective indicators would lead to bias due to causality misspecification (Diamantopoulos et al. 2008).

11 Note that the relationship between the latent and the observed variable in-house piped water is identity.
The wave-2 HP model relating to the House Value ($\eta_1$) is given in row-1 of $\Gamma$ and $\Psi$.

Row-5 and row-9 of $\Gamma$ and $\Psi$, present the wave-3 and wave-4 House Value models, respectively. Observe that the instantaneous coefficients are the WTP parameters for the corresponding associated house characteristics.

In addition to the rent appraisal autoregression models, there are auxiliary autoregressions. The autoregression coefficients of Community Wealth, House Size, and House Condition in wave-2, 3 and 4 are $\gamma_{22}$, $\gamma_{33}$ and $\gamma_{44}$; $\beta_{62}$, $\beta_{73}$ and $\beta_{84}$; and $\beta_{10,6}$, respectively.
\( \beta_{11,7} \) and \( \beta_{12,8} \), respectively. In addition to the structural parameters, we specify the means of latent exogenous variables in the mean vector

\[
\kappa = \begin{bmatrix} \kappa_1 & \cdots & \kappa_8 \end{bmatrix}^T,
\]

the variances of the structural errors in the diagonal matrix

\[
\Psi = \text{diag}[\psi_{11}, \cdots, \psi_{12,12}],
\]

and the variances and covariances of the exogenous latent variables in the symmetric matrix

\[
\Phi = \begin{bmatrix}
\phi_{11} & \phi_{12} & \cdots & \phi_{12,2} \\
\phi_{21} & \phi_{22} & \cdots & \phi_{22,2} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{12,1} & \phi_{12,2} & \cdots & \phi_{12,12}
\end{bmatrix}.
\]

We now turn to the measurement models. As mentioned above, each variable is measured by a single observed variable. Hence, each observed variable serves as a reference variable for the underlying latent variable and therefore has unit factor loading and zero intercept. Note that in contrast to the other explanatory variables, we take \textit{in-house piped water} as measured without error because it is unambiguously defined and measured twice: (i) by questioning the interviewee and (ii) via direct observation by the interviewer. Accordingly, we have the following measurement models for the exogenous and endogenous observed variables:

\[\text{Note that the parameters in the loading matrices are constrained to be equal to 1 for reasons of identification.}\]
\[
\begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4 \\
    x_5 \\
    x_6 \\
    x_7 \\
    x_8 \\
\end{bmatrix}
= \begin{bmatrix}
    1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
    \xi_1 \\
    \xi_2 \\
    \xi_3 \\
    \xi_4 \\
    \xi_5 \\
    \xi_6 \\
    \xi_7 \\
    \xi_8 \\
\end{bmatrix}
+ \begin{bmatrix}
    \delta_1 \\
    \delta_2 \\
    \delta_3 \\
    \delta_4 \\
    0 \\
    0 \\
    0 \\
    0 \\
\end{bmatrix}
\tag{15a}
\]

and

\[
\begin{bmatrix}
    y_1 \\
    y_2 \\
    y_3 \\
    y_4 \\
    y_5 \\
    y_6 \\
    y_7 \\
    y_8 \\
    y_9 \\
    y_{10} \\
    y_{11} \\
    y_{12} \\
\end{bmatrix}
= \begin{bmatrix}
    1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
    \eta_1 \\
    \eta_2 \\
    \eta_3 \\
    \eta_4 \\
    \eta_5 \\
    \eta_6 \\
    \eta_7 \\
    \eta_8 \\
    \eta_9 \\
    \eta_{10} \\
    \eta_{11} \\
    \eta_{12} \\
\end{bmatrix}
+ \begin{bmatrix}
    \epsilon_1 \\
    \epsilon_2 \\
    \epsilon_3 \\
    \epsilon_4 \\
    \epsilon_5 \\
    \epsilon_6 \\
    \epsilon_7 \\
    \epsilon_8 \\
    \epsilon_9 \\
    \epsilon_{10} \\
    \epsilon_{11} \\
    \epsilon_{12} \\
\end{bmatrix}
\tag{15b}
\]

The measurement error covariance matrices (which we take to be diagonal) are:

\[
\Theta_\xi = \text{diag}[\theta_{11}^\xi \cdots \theta_{44}^\xi 0 \cdots 0]
\tag{16}
\]

and

\[
\Theta_\epsilon = \text{diag}[\theta_{11}^\epsilon \cdots \theta_{1212}^\epsilon].
\tag{17}
\]

To test and account for endogeneity of *in-house piped water*, we specify the covariances between HP error terms and piped water dummies in the additional parameter matrix:
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 Constraints

Following Flores and Carson (1997), we assume that the valuation of the housing attributes changes proportionally to income (in the present paper to expenditure). This assumption translates into a linear equality constraint such that for each observation time point the WTP of the explanatory variables are proportional to the mean of household monthly expenditure (constraint 1). If we denote the wave-i/wave-j mean expenditure ratio as $r_j$, the WTP at wave-i can be obtained as the product of $r_j$ and the WTP at wave-j. Hence, we only need to estimate a model for one wave (benchmark); the models for the other waves can be derived from it via constraint 1. The choice of the benchmark is arbitrary, because different benchmarks will lead to the same estimates. Note that constraint 1 makes it possible to identify the coefficients of the lagged explanatory variables in the second wave models. From (7) it follows that these coefficients are the negative of the product of the autoregressive coefficient and the WTP estimates at the first wave. These latter WTPs can only be estimated as functions of the WTPs in another wave, since there is no model for the first wave.

As an illustration, consider the WTP for Community Wealth in wave-2, $\beta_{1,2}$. According to constraint 1, $\beta_{1,2}$ is the product of the proportion of mean expenditures in waves-2 and 4, and wave-4 Community Wealth WTP $\beta_{4,10}$ (the benchmark). Since the
mean expenditure ratio for wave-2 and 4 is $r_{24}$, we obtain: $\beta_{1,2} = r_{24}\beta_{9,10}$. From Table 1, we obtain the mean household monthly expenditure ratios: $r_{14} = 0.7969$, $r_{24} = 1.0553$, and $r_{34} = 0.9070$ for urban areas and $r_{14} = 0.7866$, $r_{24} = 0.9701$ and $r_{34} = 0.9585$ for rural areas.

A second constraint derives from equation (9) which specifies the coefficient of a lagged house characteristic as the negative of the product of its lagged coefficient and the current House Value autoregression coefficient.

We also apply some constraints to the measurement model parameters. Since each observed variable in each wave is measured by the same set of items, we assume that the reliabilities of the measurements and the functional relationships between each indicator and its corresponding latent variable are equal over the waves. For a given measurement equation, this assumption implies that the same measurement model applies to all four waves. Hence, the variances of a given measurement error are equal over the waves (constraint 2). For (16) and (17) the assumption translates into the following equality constraints:

$$\epsilon_k^\delta = \gamma_k^\delta = \theta_0^\delta, \text{ for } (k, l, m) = (1, 5, 9), (2, 6, 10), (3, 7, 11), (4, 8, 12).$$

As an illustration of (16), consider rent appraisal. For $(k, l, m)$ is $(1, 5, 9)$ we get $\theta_{11}^\delta = \theta_{11}^\gamma = \theta_{09}^\epsilon$. Note that the above constraints increase the efficiency of the estimator by increasing the degrees of freedom. Moreover, they have substantive implications.

We estimate the ASEM HP model by means of the maximum likelihood method\(^{14}\) in the LISREL-8 software package (Jöreskog and Sörbom 1996). The LISREL package also provides several test statistics and modification indices. The latter can be used to

\(^{14}\)Since we have large sample sizes, the maximum likelihood method provides robust estimates (Chou et al. 1991).
improve the model fit in that they give indications to free fixed or constrained parameters in the model.

4. Data and Empirical Results

4.1. Data

In Indonesia, no data is available which is tailored to the estimation of hedonic housing (HP) models. We therefore use the Indonesia Family Life Survey (IFLS) data. The IFLS is not exclusively nor even purposively designed as a survey to estimate HP models. Hence, many important explanatory variables commonly included in HP models, are missing. However, as explained in the previous section, ASEM has been developed precisely for the purpose of controlling for missing variables to reduce bias of the estimator of the effects of the main variable of interest, the WTP for in-house piped water. Note that the IFLS allows comparing urban and rural livelihoods in that the sample is drawn to adequately represent urban and rural populations (Strauss et al. 2009). The classification of sample units as living in urban or rural areas is based on Badan Pusat Statistik (BPS), the Indonesian Statistics Agency. A village is classified as urban or rural according to population density, occupation structure of the population, and presence of public facilities obtained via a specific scoring method (BPS 2013).

The IFLS dataset is a panel data set for rural and urban areas made up of four waves. The first wave was administered in 1993. The same respondents were reinterviewed in 1997, 2000, and 2007 (Strauss et al. 2009). Since, the study covers rent appraisals by house owners, renters were excluded from the sample. Of the 7216 respondents in the first wave, 5423 met this specification with 2259 respondents from urban and 3164 from rural areas respectively.

15 The IFLS is a longitudinal socio-economic and health survey of Indonesian individuals and households. It was conducted by the RAND Institute (Strauss et al. 2009).
Total dropout from the sample due to death or migration was 1492 (688 from urban and 904 from rural areas). In addition, some respondents refused to respond to some questions (non-response), particularly to the rent appraisal question (for waves 1-4: 404, 415, 207, and 187 in the urban regions, and 658, 598, 314 and 290 in the rural regions). Both dropouts and non-response result in a missing value problem. To evaluate whether the missing values lead to bias, we perform Little’s (1988) MCAR (missing completely at random) test. The test chi-square values for the urban and rural sample are 953.0 and 1436.3, respectively with a 759 degree of freedom. Since the chi-square test tends to reject the null hypothesis under a large sample size (e.g. Bentler and Bonet 1980; Hu et al. 1992; Jöreskog and Sörbom 1996), we applied the relative chi-square test (i.e. chi-square value/degree of freedom) proposed by Wheaton et al. (1977). In the case of this test, the null hypothesis is rejected, if the relative chi-square value is larger than two (Ullman 2007) or three (Kline 1998). Accordingly, we do not reject the null hypotheses and infer that missing values in urban and rural data are MCAR and do not bias the estimators.

Based on preliminary inspection of the data, we decided to exclude from the sample multilevel houses which have different characteristics. Particularly, multilevel houses in Indonesia are exclusively owned by households with a high socioeconomic status. Accordingly, a sample of 2085 rural and 1294 urban middle-to-lower income households resulted.

The IFLS is an ongoing longitudinal survey. New waves will be available in the future. The earliest new wave data set is expected to be available in 2014. The analysis in this paper is based on the waves that were available to date. Note that the analysis can be straightforwardly updated when new waves become available. Particularly, changes in the

---

16Since both urban and rural data have the same number of variables as well as missing value patterns, they have equal degrees of freedom.
WTP for in-house piped water can be tested. A Chow or chi-square test can be applied to test if a new wave relates to the same underlying population or not. In the latter case, the proportionality constraint (constraint 1) will not hold, a completely new model will be estimated and new WTP estimates will be obtained.

Table 5.1 Descriptive statistics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>rent appraisal (Rp100,000/month)</td>
<td>Mean</td>
<td>0.32</td>
<td>0.43</td>
<td>0.30</td>
<td>0.39</td>
<td>0.16</td>
<td>0.21</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.28</td>
<td>0.41</td>
<td>0.27</td>
<td>0.34</td>
<td>0.13</td>
<td>0.18</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>median household expenditure (Rp100,000/month)</td>
<td>Mean</td>
<td>1.97</td>
<td>2.52</td>
<td>2.12</td>
<td>2.50</td>
<td>1.19</td>
<td>1.48</td>
<td>1.45</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.86</td>
<td>1.22</td>
<td>0.90</td>
<td>2.06</td>
<td>0.46</td>
<td>0.51</td>
<td>0.38</td>
<td>0.57</td>
</tr>
<tr>
<td>floor area (100m²)</td>
<td>Mean</td>
<td>0.53</td>
<td>0.68</td>
<td>0.70</td>
<td>0.75</td>
<td>0.50</td>
<td>0.64</td>
<td>0.67</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.31</td>
<td>0.31</td>
<td>0.33</td>
<td>0.37</td>
<td>0.28</td>
<td>0.27</td>
<td>0.30</td>
<td>0.32</td>
</tr>
<tr>
<td>house condition (min=0, max=5)</td>
<td>Mean</td>
<td>3.23</td>
<td>3.56</td>
<td>3.72</td>
<td>4.03</td>
<td>1.82</td>
<td>2.36</td>
<td>2.67</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>1.43</td>
<td>1.32</td>
<td>1.20</td>
<td>1.09</td>
<td>1.36</td>
<td>1.36</td>
<td>1.35</td>
<td>1.29</td>
</tr>
<tr>
<td>floor material (tile or ceramic)</td>
<td>Mean</td>
<td>0.36</td>
<td>0.42</td>
<td>0.43</td>
<td>0.64</td>
<td>0.13</td>
<td>0.22</td>
<td>0.24</td>
<td>0.41</td>
</tr>
<tr>
<td>(1=yes, 0=no)</td>
<td>s.d.</td>
<td>0.48</td>
<td>0.49</td>
<td>0.50</td>
<td>0.48</td>
<td>0.33</td>
<td>0.41</td>
<td>0.43</td>
<td>0.49</td>
</tr>
<tr>
<td>wall material (cement or brick)</td>
<td>Mean</td>
<td>0.70</td>
<td>0.77</td>
<td>0.80</td>
<td>0.84</td>
<td>0.38</td>
<td>0.48</td>
<td>0.55</td>
<td>0.65</td>
</tr>
<tr>
<td>(1=yes, 0=no)</td>
<td>s.d.</td>
<td>0.46</td>
<td>0.42</td>
<td>0.40</td>
<td>0.37</td>
<td>0.48</td>
<td>0.50</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>presence of toilet (1=yes, 0=no)</td>
<td>Mean</td>
<td>0.60</td>
<td>0.71</td>
<td>0.75</td>
<td>0.84</td>
<td>0.35</td>
<td>0.48</td>
<td>0.53</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.49</td>
<td>0.45</td>
<td>0.43</td>
<td>0.36</td>
<td>0.48</td>
<td>0.50</td>
<td>0.50</td>
<td>0.47</td>
</tr>
<tr>
<td>sewerage system connection (1=yes, 0=no)</td>
<td>Mean</td>
<td>0.69</td>
<td>0.71</td>
<td>0.76</td>
<td>0.72</td>
<td>0.41</td>
<td>0.40</td>
<td>0.47</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.46</td>
<td>0.46</td>
<td>0.43</td>
<td>0.45</td>
<td>0.49</td>
<td>0.49</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>electricity connection (1=yes, 0=no)</td>
<td>Mean</td>
<td>0.88</td>
<td>0.96</td>
<td>0.97</td>
<td>0.99</td>
<td>0.55</td>
<td>0.78</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.33</td>
<td>0.21</td>
<td>0.16</td>
<td>0.10</td>
<td>0.50</td>
<td>0.41</td>
<td>0.34</td>
<td>0.21</td>
</tr>
<tr>
<td>In-house piped water connection (1=yes, 0=no)</td>
<td>Mean</td>
<td>0.13</td>
<td>0.18</td>
<td>0.23</td>
<td>0.35</td>
<td>0.01</td>
<td>0.05</td>
<td>0.08</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>0.34</td>
<td>0.39</td>
<td>0.42</td>
<td>0.48</td>
<td>0.11</td>
<td>0.21</td>
<td>0.28</td>
<td>0.39</td>
</tr>
<tr>
<td>household expenditure (Rp100,000/month)</td>
<td>Mean</td>
<td>2.03</td>
<td>2.69</td>
<td>2.31</td>
<td>2.55</td>
<td>1.26</td>
<td>1.56</td>
<td>1.54</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>s.d.</td>
<td>1.29</td>
<td>1.82</td>
<td>1.52</td>
<td>1.74</td>
<td>0.75</td>
<td>0.92</td>
<td>0.85</td>
<td>1.07</td>
</tr>
</tbody>
</table>
4.2. Empirical Results

The variables, their means and standard deviations are presented in Table 5.1. The table shows that all structural house characteristics increased in both urban and rural areas during the observation period. Nevertheless, *rent appraisal* as well as *household expenditure* decreased between 1997 and 2000 which is due to the economic crisis that hit Indonesia in 1997. The high inflation rate during the crisis decreased Indonesian households’ purchasing power. After the crisis, *rent appraisal* and *household expenditure* increased, although in 2007 they had not reached the 1993 level yet. Accordingly, over the waves *rent appraisal* and *household expenditure* decreased while the house attributes increased. These seemingly confusing relationships are explained by the general relationship between WTP and income (see Flores and Carson (1997) and the discussion of constraint 1). Table 5.1 furthermore shows that urban areas have more favorable house characteristics and higher *rent appraisals* than rural areas. Moreover, in the former variability, as measured by the standard deviation, is larger in most cases.

Below, we first estimate separate urban and rural models, as specified in section 3. The estimates and fit measures are presented in Table 5.4 column 1a and 1b. Because of the large sample sizes, we evaluate model fit by means of the Root Mean Square Error of Approximation (RMSEA) rather than by the chi-square test statistic which is inappropriate in the case of large samples. The RMSEA for both models is 0.06, which is well below the critical value of 0.08 for a reasonable model fit (Browne and Cudeck 1993). Another fit measure is the Goodness-of-Fit Index (GFI). It is 0.95 for both models, which is at the lower bound of 0.95 for a good model fit (Hoelter 1983). Other indications

---

17Note, however, that in the case of large sample size, the chi-square statistic can be used to test nested hypotheses (Bollen 1989), as shown below.
of good fit are the parameter estimates which are within acceptable ranges and the absence of Heywood cases and implausibly large standard errors.\textsuperscript{18}

The measurement model estimates (Table 5.2) show that all the observed variables are highly reliable indicators. Except for floor area, the reliability coefficients\textsuperscript{19} are higher than 0.8. The reliability of floor area for wave-3 and 4 are 0.7 and 0.71, respectively. These reliability levels are also acceptable.\textsuperscript{20} Hence, we proceed to the structural model.

Table 5.2 Measurement error variance estimates and reliability coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>Wave</th>
<th>Urban</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Error variance</td>
<td>Reliability</td>
</tr>
<tr>
<td>rent appraisal</td>
<td>1</td>
<td>0.16</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.03</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.03</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.03</td>
<td>0.96</td>
</tr>
<tr>
<td>median</td>
<td>1</td>
<td>0.30</td>
<td>0.98</td>
</tr>
<tr>
<td>household</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>monthly</td>
<td>2</td>
<td>0.14</td>
<td>0.89</td>
</tr>
<tr>
<td>expenditure</td>
<td>3</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td>floor area</td>
<td>4</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td>house condition</td>
<td>1</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td>score</td>
<td>2</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.03</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.03</td>
<td>0.97</td>
</tr>
</tbody>
</table>

\textsuperscript{18}Since SEM estimation is based on numerical procedures, negative variance estimates (Heywood cases) may result (Haughton et al. 1997). Furthermore, in the case of substantial deviation from normality, maximum likelihood may produce implausibly large standard error estimates (Bentler 1989; Chou et al. 1991).

\textsuperscript{19}The reliability is the proportion of an observed variable’s variance explained by its latent variable. It equals 1 - (measurement error variance / observed variable variance).

\textsuperscript{20}Common practice in the social sciences is that 0.7 is the lower bound for good reliability.
Before going into the detail, note that we only present and discuss the WTP estimates for wave-4. Under the proportionality assumption, the WTP estimates and standard errors for the other waves can be obtained from the wave-4 estimates. The complete set of estimates for all waves is also available at http://blogs.unpad.ac.id/yusepsuparman/research/.

As a first step, we test endogeneity of *in-house piped water*. The estimates of the covariances between the error terms of the various structural models and *in-house piped water* are presented in Table 5.3. We find that all of them are significantly different from zero, except for the wave-2 rural model. Accordingly, we conclude that *in-house piped water* is endogenous. Hence, we continue our analysis by retaining the covariances between the error terms and *in-house piped water* in the models.

Table 5.3 The covariances between HP error term and piped water (endogeneity test)

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Urban wave-2</th>
<th>Urban wave-3</th>
<th>Urban wave-4</th>
<th>Rural wave-2</th>
<th>Rural wave-3</th>
<th>Rural wave-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>-0.0234</td>
<td>-0.0242</td>
<td>-0.0400</td>
<td>-0.0045</td>
<td>-0.0120</td>
<td>-0.0260</td>
</tr>
<tr>
<td>Standard error</td>
<td>0.0062</td>
<td>0.0071</td>
<td>0.0133</td>
<td>0.0034</td>
<td>0.0049</td>
<td>0.0104</td>
</tr>
<tr>
<td>p-value</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1857</td>
<td>0.0143</td>
<td>0.0124</td>
</tr>
</tbody>
</table>

Next we check the proportionality assumption (*constraint 1*). For that purpose, we compare the estimated model under *constraint 1* with the model under the more restrictive assumption of constant WTP for each house characteristic across all four waves. The comparison is for the urban and rural models separately. The urban and rural models under the constant WTP constraint are presented in Table 5.4, column 2a and 2b. The chi-square values under this constraint are 748.64 for the urban model and 998.34 for
the rural model. For the models under the proportionality constraint (constraint 1) in Table 5.4, columns 1a and 1b, the corresponding chi-square values are 735.74 and 990.71, respectively. Since the models under the constant WTP constraint and the proportionality constraint have the same degree of freedom, we cannot perform a formal chi-square test. However, the chi-square values under the constant WTP constraint are substantially larger than under the proportionality constraint. Hence, we reject the constant WTP assumption. Accordingly, we continue the analysis under the assumption of proportionality.

Table 5.4 The structural ASEM and FEM estimates with goodness of fit Indices

<table>
<thead>
<tr>
<th>Variables</th>
<th>ASEM (a)</th>
<th>ASEM (b)</th>
<th>FEM (a)</th>
<th>ASEM (a,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Urban (1a)</td>
<td>Rural (1b)</td>
<td>Urban (2a)</td>
<td>Rural (2b)</td>
</tr>
<tr>
<td>House Value (lagged)</td>
<td>0.54</td>
<td>0.26</td>
<td>0.0.45</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Community Wealth</td>
<td>0.77</td>
<td>0.43</td>
<td>0.86</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.05)</td>
<td>(0.06)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>House Size</td>
<td>0.22</td>
<td>0.10</td>
<td>0.19</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.03)</td>
<td>(0.06)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>House Condition</td>
<td>0.26</td>
<td>0.21</td>
<td>0.29</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>in-house piped water</td>
<td>0.40</td>
<td>0.30</td>
<td>0.41</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>Unit constant</td>
<td>-1.46</td>
<td>-2.21</td>
<td>-1.78</td>
<td>-2.26</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.15)</td>
<td>(0.12)</td>
<td>(0.12)</td>
</tr>
<tr>
<td>RMSEA</td>
<td>0.06</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>GFI</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Chi-square</td>
<td>735.74</td>
<td>990.71</td>
<td>748.64</td>
<td>998.34</td>
</tr>
<tr>
<td>df</td>
<td>143</td>
<td>139</td>
<td>143</td>
<td>139</td>
</tr>
</tbody>
</table>

Notes: Standard errors within brackets. All estimates are significant at 0.01 level.

(a) Estimated under the proportional WTP constraint (1).
(b) Estimated under the constant WTP constraint.
(c) Estimated under the constraint of equal WTP for in-house piped water in urban and rural areas.

This is the reason why we speak of a check rather than a test.
To get insight into its performance, we compare ASEM to the fixed effects panel model\textsuperscript{22} which is frequently used to correct for omitted variables (Greene 2008). The urban and rural ASEM models are presented in Table 5.4, columns 1a and 1b, and the urban and rural fixed effects models in columns 3a and 3b. The table shows that the fixed effect estimates are far below the corresponding ASEM estimates (attenuation bias). Particularly, the urban fixed effect estimate of \textit{Floor area} is smaller than the corresponding rural estimate. This outcome is highly unreasonable and inconsistent with inter alia Yusuf and Koundouri (2004).\textsuperscript{23} Accordingly, we continue our analysis on the basis of the ASEM estimates.

As mentioned in section 1, this paper focuses on the question whether the WTP for piped water in urban and rural areas are equal or not. As the first step, we test the more restrictive hypothesis that the same model holds for both the urban and rural areas, i.e. the WTPs for all house characteristics are equal in both areas. With wave-4 as the benchmark, this hypothesis reads:

\[ H_0 : \begin{bmatrix} \beta_{9,10} & \beta_{9,11} & \beta_{9,12} & \gamma_{9,8} \end{bmatrix}_{\text{urban}} = \begin{bmatrix} \beta_{9,10} & \beta_{9,11} & \beta_{9,12} & \gamma_{9,8} \end{bmatrix}_{\text{rural}} \]

(19)\textsuperscript{24}

To test hypothesis (19) we apply the chi-square likelihood ratio test of a nested model in the SEM multi-group framework (Jöreskog and Sörbom 1996). The test statistic is:

\[ \Delta \chi^2 = \chi^2_{H_0} - \chi^2_{H_1} \]

(20)\textsuperscript{25}

\textsuperscript{22} We estimate the fixed effect model controlling endogeneity of \textit{in-house piped water} by specifying the covariance between the error term and \textit{in-house piped water}, as described in section 3 with respect to ASEM.

\textsuperscript{23} For further comparisons of ASEM and alternative approaches to correct for measurement error and omitted variables, including the fixed effect panel approach, we refer to Suparman et al. (2013).

\textsuperscript{24} Note that the alternative hypothesis implies that some, or all, of the rural and urban coefficients are different,

\textsuperscript{25} Note that under the null we basically have a pooled model and under the alternative hypothesis two separate models.
with $\chi^2_{H_0}$ and $\chi^2_{H_1}$ the overall model fit chi-square values under the null and under the alternative hypothesis, respectively, and $df_{H_0}$ and $df_{H_1}$ their corresponding degrees of freedom. We reject the null at level $\alpha$ if $P(\chi^2_{H_0} \geq \Delta \chi^2) < \alpha$ with $\chi^2_{df_{H_0} - df_{H_1}}$ the critical chi-square value with $df_{H_0} - df_{H_1}$ degrees of freedom.

The first panel of Table 5.5 shows that the null hypothesis of equal WTP for all house characteristics in both areas (19) is rejected: $\Delta \chi^2 = 176.19$ with $df = 4$ which gives a zero $p$-value. Accordingly, we can infer that the WTP for at least one house characteristic in the urban and rural regions differs.

We now turn to the equality of the WTP for in-house piped water. The hypothesis reads:

$$H_0 : \gamma_{9,8}^{\text{rural}} = \gamma_{9,8}^{\text{urban}}$$

(21)

vs.

The test procedure for hypothesis (21) is as in the case of hypothesis (19). The chi-square values and their degree of freedom for (21) are presented in the second panel of Table 5. We find that $\Delta \chi^2 = 0.99$ with $df = 1$ which gives a $p$-value = 0.32. Hence, we accept hypothesis (21) and infer that the WTP for in-house piped water in urban and rural areas are equal.

Equal WTP for in-house piped water across urban and rural areas is not in line with previous literatures which show that in Indonesia the WTP in the former is larger than in the latter (Yusuf and Koundouri 2004). A likely explanation for our finding is that health, which is closely related to the availability of clean and safe drinking water (see section 1), is valued approximately equally in both areas. In this regard, it is important to

---

26Note that although the alternative to hypothesis (21) is different from the alternative to hypothesis (19), their associated SEM models are the same and thus their associated overall chi-squares are equal.
note that the availability of alternative sources of safe drinking water, such as wells, springs, lakes and rivers, which used to be far more abundant in rural than in urban areas, have been rapidly declining in the former because of increasing pollution and excessive extraction. Hence, the availability of safe alternatives in both areas tends to converge. In addition, availability and accessibility of in-house piped water tend to converge in both kinds of regions (Yusuf and Koundouri 2004).

We also tested the equalities of the WTP for the other house characteristics. Table 5 shows that all the null hypotheses were rejected. Accordingly, we conclude that the WTPs for Community Wealth, House Size and for House Condition differ between urban and rural areas. These different WTPs are likely to follow from differences in income, education, life styles, and the valuation of private and public goods (Jones et al. 2009).

The urban and rural models with equal WTP for in-house piped water but different WTPs for the other house characteristics are presented in Table 4, column 4a and 4b. Note that the Final Models only marginally differ from the ASEM under the proportionality constraint for which the equality constraint

$$\gamma_{9,8}^{\text{rural}} = \gamma_{9,8}^{\text{urban}}$$

(i.e. equal WTP for in-house piped water in both areas) does not apply.
Table 5.5  Equality test of WTP for housing characteristics, wave-4

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Equal WTPs for all house attributes</td>
<td>$\chi^2_{H_0}$</td>
<td>1902.65</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0}$</td>
<td>286</td>
</tr>
<tr>
<td></td>
<td>$\Delta\chi^2$</td>
<td>176.19</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0} - df_{H_1}$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.00</td>
</tr>
<tr>
<td>(2) Equal WTP for in-house piped water</td>
<td>$\chi^2_{H_0}$</td>
<td>1727.44</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0}$</td>
<td>283</td>
</tr>
<tr>
<td></td>
<td>$\Delta\chi^2$</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0} - df_{H_1}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.32</td>
</tr>
<tr>
<td>(3) Equal WTP for Community Wealth</td>
<td>$\chi^2_{H_0}$</td>
<td>1751.39</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0}$</td>
<td>283</td>
</tr>
<tr>
<td></td>
<td>$\Delta\chi^2$</td>
<td>24.93</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0} - df_{H_1}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.00</td>
</tr>
<tr>
<td>(4) Equal WTP for House Size</td>
<td>$\chi^2_{H_0}$</td>
<td>1758.80</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0}$</td>
<td>283</td>
</tr>
<tr>
<td></td>
<td>$\Delta\chi^2$</td>
<td>32.35</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0} - df_{H_1}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.00</td>
</tr>
<tr>
<td>(5) Equal WTP for House Condition</td>
<td>$\chi^2_{H_0}$</td>
<td>1745.74</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0}$</td>
<td>283</td>
</tr>
<tr>
<td></td>
<td>$\Delta\chi^2$</td>
<td>19.29</td>
</tr>
<tr>
<td></td>
<td>$df_{H_0} - df_{H_1}$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note: The chi-square value under the alternative hypotheses is the sum of the chi-square values of the urban and rural models in Table 4, column 1a and 1b. It equals to 1726.45 with $df = 282$.

The positive signs of the WTP of in-house piped water (Table 4, column 4a and 4b) relative to the alternatives sources of wells, rivers and lakes and vendors indicate that
in-house piped water is the most desirable type of domestic water provision in urban and rural Indonesia. The estimates indicate that on average, the presence of *in-house piped water* increases the *House Value* by 34.24% which is equivalent to 5.18% and 3.22% of total *monthly household expenditure* (on food and non-food items) in urban and rural areas, respectively. For the 25% of households with the lowest total expenditure levels, these percentages are 9.96% and 5.23%, respectively.27 These percentages are higher than household expenditure on vended water in Jakarta, Indonesia, in the 1990s. Crane (1994) reports that in the absence of piped water or a public water tap, poor households spend 7.5% of their expenditure on water from vendors. Lovie and Whittington (1993) find that poor households in Jakarta might spend as much as 7% of their income on vended water in the dry season. As mentioned above, a possible explanation for the increase in the WTP for piped water is that the quality of water from alternative sources has substantially deteriorated during the past two decades and more information has become available on the health risks of consuming polluted water. Moreover, compared to vended water in-house piped water has the additional advantage of easier access to water, both for consumption and for other uses such as washing.

5. Conclusion

In this paper we have estimated the willingness to pay (WTP) for in-house piped water in Indonesia by means of a housing hedonic pricing (HP) model. We applied the constrained autoregressive - structural equation approach (ASEM) to mitigate bias due to

---

27 These percentages are obtained from the WTP for in-house piped water relative to rent appraisal (0.1202) multiplied by the average of 2007 rent appraisal (Table 4), divided by the average of monthly food consumption, multiplied by 100. The averages of monthly food consumption in urban and rural areas are obtained from the 2007 IFLS data. They are 0.4653 and 0.3441 (times Rp100.000), respectively.
time varying omitted variables and to measurement error in the explanatory variables. These types of problems are quite common in HP and other survey based studies.

The major finding is that households in urban and rural areas have the same relative WTP for in-house piped water. Particularly, in-house piped water increases the average of house rent appraisal by 34.24% which is equivalent to 5.18% and 3.22% of monthly household expenditure (on food and non-food items) in urban and rural areas, respectively. For the 25% households with the lowest expenditure levels, these latter estimates are equivalent to 9.41% and 7.57%, respectively. These results are higher than the outcomes from earlier studies on actual expenditure on vended water by poor households in Indonesia. Possible explanations for the increase are: (i) piped water has better quality, accessibility and availability than vended water; (ii) during the past 20 years, awareness of the importance of piped water has increased and the availability and quality of natural water sources has deteriorated while (iii) people are better informed about the risks of consuming polluted water.

Our results imply that urban and rural households have the same strong relative preference for in-house piped water. The findings are relevant for water provision in Indonesia. Particularly the Government of Indonesia should reconsider its policy to give priority to urban areas. In both rural and urban areas, there is a strong preference for in-house piped water and both areas should be targeted.

Our findings also show that the average WTPs of poor households are well above the World Bank “affordability” benchmark of 5% of total income. Moreover, the relative WTPs of poor households are higher than those of wealthier households. Accordingly, they should be prioritized. However, if the government decided to apply a full recovery scheme, high water tariffs would result which would deter poor households from connecting to the system (Jalan et al. 2009). Instead, they would divert to less safe but
affordable modes. Therefore, the government should consider support systems such as subsidies where they are in place and introduce where they are not (see also van den Berg and Nauges 2012). Alternatively, the government might consider a block tariff system with the first block free of charge for the poor (Majumdar et al. 2009).

Increasing the accessibility of piped water in urban and rural areas will generate substantial welfare improvements by reducing morbidity and mortality due to water-borne diseases, particularly for the poor households. In addition, piped water connections may increase households’ real income (Nauges et al. 2009) and hence contribute to the reduction of the disparity between the rich and the poor. However, extension of the piped water system will be costly. Therefore, further studies on financing mechanisms of the extensions are required.
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